Determination of the differentiably simple rings with a minimal ideal*

By Richard E. Block

1. Introduction

A central result in ring theory is the Wedderburn-Artin theorem on simple rings: a simple associative ring with \text{DCC} on left ideals is a total matrix ring $\Delta_\pi$ over a division ring $\Delta$. In this paper we consider an analogue of this theorem in which ideals are replaced by differential ideals, these being ideals invariant under all derivations of the ring, and left ideals are replaced by ideals. The main result is a complete determination of the differentiably simple rings with a minimal ideal, in terms of the simple rings. This result (the precise statement will be given shortly) is new even for finite-dimensional associative algebras with a unit. However, the result holds also for completely arbitrary rings, not necessarily associative and not necessarily having a unit element (just differentiably simple with a minimal ideal). In the case of Lie algebras the theorem proves a thirty-year-old conjecture of Zassenhaus. In fact the result leads to the solution of important problems on two very different classes of finite-dimensional non-associative algebras, namely, semi-simple Lie algebras (of characteristic $p$) and simple flexible (but not anti-commutative) power-associative algebras.

We now give some definitions and notation. If $A$ is a ring and if $D$ is a set of derivations of $A$ (additive mappings $d$ of $A$ into $A$ such that $d(ab) = (da)b + a(db)$ for all $a, b$ in $A$) then by a $D$-ideal of $A$ is meant an ideal of $A$ invariant under $D$. The ring is called \textit{D-simple} (\textit{d-simple} if $D$ consists of a single derivation $d$) if $A^2 \neq 0$ and if $A$ has no proper $D$-ideals. Also $A$ is called \textit{differentiably simple} if it is $D$-simple for some set of derivations $D$ of $A$, and hence for the set of \textit{all} derivations of $A$. The same definitions are used for algebras over a ring $K$, the derivations then being assumed to be $K$-linear. Note that when we use the word ring or algebra we do not in general assume, unless stated, that the ring or algebra is associative or has a unit element; however, when we speak of an algebra over a ring, say over $K$, we
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always assume that $K$ is associative with a unit element acting unitally on the algebra.

Jacobson noted (at least in a special case, see [16]) the following class of examples of differentiably simple rings $A$ which are not simple: $A$ is the group ring $SG$ where $S$ is a simple ring of prime characteristic $p$ and $G \neq 1$ is a finite elementary abelian $p$-group (so that $G$ is a direct product of say $n$ copies ($n \geq 1$) of the cyclic group of order $p$). If $S$ is an algebra over $K$ then $SG$ is also an algebra over $K$. Since the ring or algebra $SG$ depends (up to isomorphism) only on $S$ and $n$, we introduce the notation $S_{[n]}$ for it. We only use this notation when $S$ is simple of prime characteristic. We also let $S_{[0]}$ denote $S$ itself. If $S$ is an algebra over $K$ (so $K = Z$ or $Z_p$ in the ring case) then $S_{[n]}$ may also be written as $S \otimes_K B_{n,p}(K)$ where $B_{n,p}(K)$ denotes the (commutative associative with unit) truncated polynomial algebra $K[X_1, \ldots, X_n]/(X_1^p, \ldots, X_n^p)$ ($p$ the characteristic of $S$). Often one is interested in the case in which $K$ is a field of characteristic $p$, when $B_{n,p}(K)$ is usually just written $B_n(K)$. Note that $S_{[n]}$ is associative or Lie etc. according as $S$ is.

We now state the most important result of the paper.

**Main Theorem.** If $A$ is a differentiably simple ring (or $K$-algebra) with a minimal ideal, then either $A$ is simple or there is a simple ring (or $K$-algebra) $S$ of prime characteristic and a positive integer $n$ such that $A = S_{[n]}$.

Conversely it is easy to see (and is a special case of results given below) that each $S_{[n]}$ is differentiably simple and has a minimal ideal, in fact a unique minimal ideal. The assumption that $A$ has a minimal ideal cannot be removed, as is shown for example by polynomial and power series rings over a field of characteristic 0.

Posner [11] noted that any differentiably simple ring may be regarded as an algebra over a field (its differential centroid) and so has a characteristic. Three special cases of the theorem above were known. At characteristic 0, where the situation is comparatively uncomplicated, these were due to Posner [11] (the associative case) and Sagle and Winter [15] (the case of finite-dimensional algebras). In the much more complicated characteristic $p$ case, Harper [6] proved the result for finite-dimensional commutative associative algebras over an algebraically closed field $F$ (the result then being $A \cong B_n(F)$), which proved a conjecture of Albert [3]. In the case of finite-dimensional Lie algebras of characteristic $p$ the problem was also studied by Zassenhaus [17] and Seligman [16]. Zassenhaus [17, p. 80] conjectured the result in this
case in what we shall show in §6 is an equivalent form.

The above result on the non-simple differentiably simple rings is as mentioned analogous to the Wedderburn-Artin theorem. One aspect of that analogy is that the role of the division rings in that theorem is played here by simple rings, and in the associative case division rings are precisely analogous to simple rings in that they may be characterized as the non-trivial rings with no left ideals. Most of the proof of the Main Theorem (all of it in the characteristic 0 or finite-dimensional associative cases) is valid for a $D$-simple ring $A$ (with minimal ideal) when each operator $d$ in $D$ satisfies a requirement weaker than that of being a derivation, namely $d$ is additive and $[d, t] \in T(A)$ for each $t$ in $T(A)$ where $T(A)$ denotes the ring generated by all right and left multiplications by elements of $A$. We call such an operator $d$ a quasi-derivation.

The proof of the Main Theorem occupies §2–§6. The following is an outline of this proof. A key fact proved in §2 is that $A$, as a module for its multiplication algebra, has a composition series with isomorphic factors. Also $A$ has a unique maximal ideal $N$. In §3 it is shown that the centroid $C$ of $A$ is also differentiably simple with a minimal ideal, and that if $C$ contains a subfield $E$ such that $A/N$ is central over $E$ and if $A$ (as an $E$ algebra) contains a subalgebra $S \cong A/N$ with $S + N = A$ then $A \cong S \otimes_{E} C$; moreover it is essentially shown that such an $S$ exists if $A$ is $d$-simple for some derivation $d$. A proof of the commutative associative case is given in §4, thus determining $C$. In §5 the $d$ used to construct $S$ is shown to exist by proving Theorem 5.2: if a ring $A$ with a minimal ideal is $D$-simple where $D$ is a set of (quasi-)derivations closed under addition, commutation and left multiplication by all elements of the centroid then there is a $d$ in $D$ such that $A$ is $d$-simple. (As a very special case, any differentiably simple ring $A$ with minimal ideal is $d$-simple for some derivation $d$; when $A = B_{n}(F)$ this gives a result of Albert [3]). In §6 the required field $E$ is constructed, to complete the proof.

In §7 we shall determine the derivation algebra $\text{der} S_{[n]}$ of $S_{[n]}$ in terms of $\text{der} S$, and give a condition on a set $D$ of derivations of $S_{[n]}$ for $S_{[n]}$ to be $D$-simple.

In §8 we shall consider differentiably semisimple rings and give an analogue of the following Wedderburn-Artin theorem: a semisimple associative ring with DCC on left ideals is a direct sum of simple rings. If $D$ is a set of (quasi)-derivations of a ring $A$ and if $I$ is an ideal of $A$ let $I_{D}$ denote the (unique) largest $D$-ideal of $A$ contained in $I$. We shall prove in Theorem 8.2 that if $A$ has DCC on ideals and if $A/I$ is a direct sum of simple rings then $A/I_{D}$ is a direct sum of rings which are $D$-simple (or more precisely simple
with respect to the set of (quasi)-derivations induced on them by $D$). If $A$
 is associative and $R$ is the (Jacobson) radical of $A$, then we say that $A$ is $D$-
 semisimple if $R_D = 0$. As a corollary, if $A$ is associative and $D$-semisimple
 with DCC on ideals and if $A/R$ has DCC on left ideals, then $A$ is a direct
 sum of $D$-simple rings (and so is known, in terms of division rings). A similar
 result holds for alternative rings and a large class of finite-dimensional
 power-associative rings. We shall also show that this gives a new proof and
 extension of the theorem of Oehmke [10] that semisimple flexible strictly
 power-associative algebras are direct sums of simple algebras with a unit.
 The author has announced elsewhere [4] the determination, by means of the
 Main Theorem, of the symmetrized algebra $A^+$ for the simple flexible algebras
 in the finite-dimensional case. At the end of §8 we shall state the generali-
 zation of this result to the case of simple flexible rings for which $A^+$ has a
 minimal ideal.

For (finite-dimensional) Lie algebras of prime characteristic it is not true
 that $D$-semisimple algebras are direct sums of $D$-simple algebras since it is
 not even true for semisimple algebras. However in a semisimple Lie algebra
 $L$ every minimal ideal $I$ is $(\text{ad}_I L)$-simple. This is the basis for the application
 in §9 of the Main Theorem to obtain a structure theorem for semisimple Lie
 algebras. The author hopes that ideas connected with the Main Theorem
 will also prove useful in the determination of the simple Lie algebras.

2. Chains of ideals

If $A$ is an algebra over a ring $K$, we denote by $T = T(A)$ the multipli-
 cation algebra of $A$, i.e., the (associative) subalgebra of $\text{Hom}_K(A, A)$ (the
 algebra of all $K$-linear additive mappings of $A$ into $A$) generated by
 $\{r_x, l_x \mid x \in A\}$ where $r_x$ and $l_x$ are the right and left multiplica-
 tions $y \mapsto xy, y \mapsto xy$, respectively, of $A$ (we do not assume that $1_A \in T$ ($1_A$
 the identity operator)). Also we let $C = C(A)$ denote the centroid of $A$, i.e., the centralizer
 of $T$ in $\text{Hom}_K(A, A)$. If $A^2 = A$ then $C$ is commutative (and associative with
 1). If $D$ is a set of derivations of $A$, the $D$-centroid of $A$ (differential
 centroid if $D = \text{der} A$ (the derivation algebra)) is defined to be the centralizer
 of $D$ in $C$. If $A$ is $D$-simple then the $D$-centroid is a field; the proof is the
 same as the usual one for the centroid of a simple algebra. We also note that
 if $D$ is a set of derivations of an algebra $A$ over $K$ then $A$ is $D$-simple if and
 only if $A$ is $D$-simple as a ring, again by the usual proof for the case of ordi-
 nary simplicity. However for a suitable $K$ there exist $K$-algebras which are
 differentiably simple as a ring but not as a $K$-algebra, as we shall see in §7
 (we require that derivations of a $K$-algebra be $K$-linear). In a $D$-simple $K$-
algebra $A$ the set $\{ x \in A \mid T(A)x = 0 \}$ is a $D$-ideal and hence is 0. In particular a minimal ideal of $A$ is an irreducible $T(A)$-module. It follows that a minimal ideal of $A$ as a $K$-algebra is also a minimal ideal of $A$ as a ring. Conversely if $A$ is both a $D$-simple ring and a $K$-algebra then a minimal ideal of $A$ as a ring is also a (minimal) ideal of $A$ as a $K$-algebra.

If $d$ is a derivation of the algebra $A$ then $[d, r_x] = dr_x - r_xd = r_{dx}$ and $[d, l_x] = l_{dx}$ and hence $[d, T] \subseteq T$. We call a quasi-derivation of $A$ any element $d$ of $\text{Hom}_K(A, A)$ such that $[d, T] \subseteq T$. Thus the set $qder A$ of quasi-derivations of $A$ forms the Lie normalizer of $T$ in $\text{Hom}_K(A, A)$. A quasi-derivation for $A$ as an algebra is also a quasi-derivation for $A$ regarded as a ring since $T$ is the same set for $A$ regarded as an algebra or as a ring. The following are examples of quasi-derivations which are not in general derivations.

(1) If $A$ is associative and $I$ is an ideal, then $(r_x | I) \in qder I$ for all $x$ in $A$.

(2) If $c \in C(A)$ and $d \in \text{der} A$, then $d + c \in qder A$ and $dc \in qder A$ (while $cd \in \text{der} A$). The above definitions and facts (about the $D$-centroid etc.) go over for quasi-derivations as well.

**Lemma 2.1.** Let $H$ be an associative algebra over a ring $K$, let $M$ be an $H$-module with a minimal submodule $M_1$, and let $D$ be a subset of $\text{Hom}_K(M, M)$ such that $[D, H_M] \subseteq H_M$. If $M_2, \cdots, M_q$ (for some $q \geq 1$) are submodules of $M$ such that $M_i \subset M_2 \subset \cdots \subset M_q$ and $M_{q+i}/M_i \cong M_1$ for $i = 1, \cdots, q - 1$, and if $d \in D$ such that $dM_i \not\subseteq M_i$, then there is a submodule $M_{q+1}$, with $M_q \subset M_{q+1}$, and an index $j, 1 \leq j \leq q$, such that $dM_{j-1} \subseteq M_q (M_0 = 0)$, $dM_j \subseteq M_{q+1}$, and the mapping $m + M_{j-1} \mapsto dm + M_q (m \in M_j)$ is an isomorphism $\delta$ of $M_j/M_{j-1}$ onto $M_{q+1}/M_q$. In particular $M_{q+1}/M_q \cong M_1$.

**Proof.** If $N$ is a submodule of $M$ then the mapping $n \mapsto dn + N$ of $N$ into $M/N$ is a homomorphism since $dhn + N = hdn + [d, h_M]n + N(h \in H)$. Let $j$ be the largest index ($1 \leq j \leq q$) such that $dM_{j-1} \subseteq M_q$, take $N = M_j$, and consider the restriction to $M_j$ of the above homomorphism. Let the image be $M_{q+1}/N$; this defines $M_{q+1}$. The kernel is $M_{j-1}$ since $M_1$ is minimal and $M_j/M_{j-1} \cong M_1$. This gives the required isomorphism of $M_j/M_{j-1}$ onto $M_{q+1}/M_q$, and the lemma’s proof is complete.

Our first applications of this lemma will be with $M = A$ (an algebra over $K$), $D$ a set of quasi-derivations of $A$, and $H = T(A)$, so that submodules are the same as ideals. By a composition series of a ring or algebra, say of $A$, we shall mean (unless otherwise stated) a composition series for $A$ as a $T(A)$-module, so that the terms of the series are ideals of $A$. 

**Differentially Simple Rings**
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Lemma 2.2. Suppose that $A$ is a quasi-differentially simple algebra with a minimal ideal $M_i$. Then $A$ has a composition series and a unique maximal ideal $N$. Moreover $N$ is nilpotent, $A/N$ is simple, $A^2 = A$, and every composition factor is isomorphic to $M_i$ as a $T(A)$-module.

Proof. Suppose that $A$ does not have a composition series. Let $d_1, \ldots, d_n$ be a (possibly empty) sequence of not necessarily distinct quasi-derivations of $A$. Let $i_1$ be the first index (if any) such that $d_{i_1}M_1 \subsetneq M_1$ and use $d_{i_1}$ to define an ideal $M_2$ as in Lemma 2.1. If $M_s, \ldots, M_r$ have already been constructed by Lemma 2.1 using $d_{i_1}, \ldots, d_{i_{r-1}}$ where $i_1 \leq \cdots \leq i_{r-1}$ and $d_{i_1} \cdots d_{i_{r-1}}M_i \subsetneq M_r$, let $s = i_r$ be the lowest index (if any) after $i_{r-1}$ such that $d_{i_r}M_s \subsetneq M_r$. Then Lemma 2.1 gives $M_{i+1}$. If $d_{i_r}M_s \subsetneq M_{i+1}$ continue using $d_{i_r}$ until $M_{i+1}, \ldots, M_{r+1}$ have been obtained such that $d_{i_r}M_s \subsetneq M_{i+1}$. Then $i_{r+1} = s$ and $d_{i_r} \cdots d_{i_1}M_i \subsetneq M_{i+1}$. Proceeding until the indices have been exhausted, we obtain $M_1, \ldots, M_q$ with $d_n \cdots d_1M_i \subsetneq M_i$. Then $M_q \neq A$ since we are supposing that there is no composition series, and there is a quasi-derivation $d$ such that $dM_q \subsetneq M_q$. Applying Lemma 2.1 once more we get an $M_{q+1}$ if $m \in M_q$ and $x = d_n \cdots d_1m$, then $x \in M_q$ and hence $xM_i = M_i$ if $xM_i = M_i$ since $M_{q+1}/M_q$ and $M_q$ are $T$-isomorphic. But the subspace of $A$ spanned by all $d_n \cdots d_1m(d_n \in qder A, m \in M_i, n \geq 0)$ is closed under $T$ and hence is $A$ itself. Therefore $AM_i = M_iA = 0$. But if $a \in A, aA = Aa = 0$ is a quasi-differential ideal and hence $A^2 = 0$, a contradiction. Therefore $A$ has a composition series, in fact has one $0 \subset M_1 \subset \cdots \subset M_i = A$ such that $M_{i+1}/M_i \cong M_1$ as $T$-modules for $i = 1, \ldots, l - 1$.

Let $N = M_{i-1}$. Then $N$ is maximal. Since $A^2$ is a quasi-differential ideal (because we do not use $1$ in generating $T$), $A^2 = A$ and $A/N$ is simple. Also $NM_i \subset M_i$ and $M_{i+1}N \subset M_i$ for all $i$ since $NA \subset N$ and $AN \subset N$. Therefore every product of at least $2^{l-1}$ elements of $N_i$ associated in any manner, is zero. If $N_i \neq N$ is a maximal ideal then $N + N_i = A$ and $A/N_i \cong N/N \cap N_i$ is simple and nilpotent, a contradiction. Hence $N$ is unique. This completes the proof of the lemma.

3. The centroid and a tensor factorization

If $A$ is an algebra, $d \in qder A$ and $c \in C(A)$ then $[d, c] \in C(A)$ since if $t \in T(A)$ then $[[d, c], t] = [[d, t], c] + [d, [c, t]] = 0$ by the Jacobi identity for commutators. It follows that if $d \in qder A$ then the mapping $c \mapsto [d, c](c \in C(A))$ is a derivation of $C(A)$. We shall denote this derivation by $d^*$. 

Lemma 3.1. Let $A$ be a quasi-differentially simple algebra over $K$. If $A$ has a minimal ideal $M_i$ and if $0 = M_0 \subset M_1 \subset \cdots \subset M_{i-1} = N \subset M_i = A$
is a composition series of $A$ constructed as in Lemma 2.1 then there are monomorphisms $\sigma_1, \ldots, \sigma_l$ of $C(A/N)$ into $C(A)$, as $K$-modules, such that the following holds for $i = 1, \ldots, l$. If $0 \neq \gamma \in C(A/N)$ then $\sigma_i(\gamma)A + M_{i-1} = M_i$, $\sigma_i(\gamma)N \subseteq M_{i-1}$, and if $\theta$ is any $T(A)$-isomorphism of $A/N$ onto $M_i/M_{i-1}$ then there exists a $\beta$ in $C(A/N)$ such that the mapping of $A/N$ into $M_i/M_{i-1}$ induced by $\sigma_i(\beta)$ is $\theta$.

**Proof.** By Lemma 2.1 there is a $T$-module isomorphism $\rho$ of $A/N$ onto $M_i$. Write $\Gamma = C(A/N)$ and define $\sigma_i$ by $\sigma_i(\gamma) = \mu_i \theta_\gamma \pi_{i-1}$ ($\gamma \in \Gamma$) where $\pi_i$ denotes the natural projection of $A$ onto $A/M_i$ and $\mu_i$ is the injection of $M_i$ into $A$. The factors of $\sigma_i(\gamma)$ are $T$-homomorphisms and $\sigma_i(\gamma) : A \to A$, so that $\sigma_i$ maps $\Gamma$ into $C(A)$. If $0 \neq \gamma \in \Gamma$ then $\gamma$ is onto and $\sigma_i(\gamma)A = M_i$, and hence $\sigma_i$ is one-one. If $\theta$ is a $T$-isomorphism of $A/N$ onto $M_i$, then $\rho^{-1}(\theta) \in \Gamma$, $\sigma_i(\rho^{-1}(\theta)) = \mu_i \theta_\gamma \pi_{i-1}$, and $\rho^{-1}(\theta)$ is the required $\beta$.

In the construction of $M_2, \ldots, M_l$ by Lemma 2.1, let $d_i$ denote the quasi-derivation used to go from $M_i$ to $M_{i+1}$, with $j_i$ the corresponding index and $\delta_i$ the corresponding $T$-isomorphism of $M_{j_i}/M_{j_i-1}$ onto $M_{i+1}/M_i$. We define $\sigma_2, \ldots, \sigma_l$ recursively by setting $\sigma_{i+1}(\gamma) = [d_i, \sigma_i(\gamma)]$. Thus $\sigma_{i+1}$ maps $\Gamma$ into $C(A)$. Suppose the conclusions hold for $r < i$ ($i < l$). If $\gamma \neq 0$, then $d_i \sigma_{i+1}(\gamma)A + M_i = M_{i+1}$ and $\sigma_{i+1}(\gamma)d_iA \subseteq M_i$. Hence $\sigma_{i+1}(\gamma)A + M_i = M_{i+1}$, and $\sigma_{i+1}$ is one-one (and clearly $K$-linear). Similarly $\sigma_{i+1}(\gamma)N \subseteq M_i$. If $\theta$ is a $T$-isomorphism of $A/N$ onto $M_{i+1}/M_i$, then $\delta_i^{-1}(\theta)$ is a $T$-isomorphism of $A/N$ onto $M_{j_i}/M_{j_i-1}$. Hence there is a $\beta$ in $\Gamma$ such that $\sigma_{j_i}(\beta)$ induces $\delta_i^{-1}(\theta)$, i.e., $\nu_{j_i} \sigma_{j_i}(\beta) = \delta_i^{-1}(\theta) \nu_{j_i-1}$ (where we regard $\sigma_j$ as a mapping of $A$ into $M_j$ and $\nu_{j-1}$ is the projection of $M_j$ onto $M_j/M_{j-1}$). Then $\sigma_{i+1}(\beta) = [d_i, \sigma_{j_i}(\beta)]$ induces $\theta$ since $\nu_{j_i} \sigma_{j_i}(\beta) d_i = 0$ and $\delta_i \nu_{j_i-1} = \nu_i d_i$ on $M_{j_i}$. This completes the proof.

**Lemma 3.2.** Let $A$ be a $D$-simple algebra over $K$ with a minimal ideal $M_i$, where $D \subseteq \text{qder } A$. Then $C(A)$ is $D^*$-simple, where $D^*$ denotes $\{d^* \mid d \in D\}$ (and $d^*(c) = [d, c]$ ($c \in C(A)$)). Moreover $C(A)$ has a composition series, with the same length $l$ as that of $A$.

**Proof.** (i) If $c \in C = C(A)$ and $cA \subseteq M_i$ ($i > 0$) (we use the notation of Lemma 3.1) then $cN \subseteq M_{i-1}$: Assuming that $cA \not\subseteq M_{i-1}, \pi_{i-1}c$ is a $T$-homomorphism of $A$ into $A/M_{i-1}$ with image $M_i/M_{i-1}$; the kernel is a maximal ideal of $A$, so by Lemma 2.2 is $N$.

(ii) $C = \sum_{i=1}^l \sigma_i(\Gamma)$ (where $\Gamma = C(A/N)$): It suffices to show that if $cA \subseteq M_i, cA \not\subseteq M_{i-1}$ then there exists a $\beta$ in $\Gamma$ such that $(c - \sigma_i(\beta))A \subseteq M_{i-1}$. Since $cN \subseteq M_{i-1}$, $c$ induces a $T$-isomorphism $\theta$ of $A/N$ onto $M_i/M_{i-1}$. By Lemma 3.1 there is a $\beta$ in $\Gamma$ such that $\sigma_i(\beta)$ also induces $\theta$, and this $\beta$ has the required property.
(iii) \( I = \{ c \in C \mid cA \subseteq M \} \) is a minimal ideal of \( C \): It is obviously an ideal. To show that it is minimal we show that if \( c, c' \in I, c \neq 0 = c' \), then there exists \( c'' \in C \) such that \( c' = cc'' \). Here \( c \) and \( c' \) induce \( T \)-isomorphisms \( \theta \) and \( \theta' \) of \( A/N \) onto \( M \), and the required \( c'' \) is an element (which exists by Lemma 3.1) which induces the \( T \)-automorphism \( \theta^{-1}\theta' \) of \( A/N \).

(iv) \( C \) is \( D^* \)-simple: Suppose that \( H \) is a non-zero \( D^* \)-ideal of \( C \). Then \( HA = \{ \sum h_ja_j \} \) is \( D \)-closed since \( d(\sum h_ja_j) = \sum (d'h)a \in HA \) for all \( d \) in \( D \). Hence \( HA = A \), and so there is an \( h \) in \( H \) such that \( hA + N = A \). Then if \( 0 \neq \gamma \in \Gamma \) we have \( 0 \neq \sigma_i(\gamma)h \in H \cap I \). Since \( H \) is \( D^* \)-closed, (ii) and the construction of the \( \sigma_i \) in Lemma 3.1 show that \( C = \sum \sigma_i(\Gamma) \subseteq H \), and \( H = C \).

(v) The ideals \( \sum_{i=1}^j \sigma_i(\Gamma) = \{ c \in C \mid cA \subseteq M_j \} \), \( j = 0, \cdots, l \), form a composition series of \( C \): The equality follows from the proof of (ii). The expression on the right side shows that they are ideals, \( C \) being commutative. The expression on the left side and the construction of the \( \sigma_i \) in the proof of Lemma 3.1 show that the ideals are obtained by the method of Lemma 2.1 starting from the minimal ideal \( I \), and thus form a composition series of \( C \). This completes the proof of the lemma.

**Lemma 3.3.** Let \( A, D \) and \( M \) be as in Lemma 3.2, and let \( N \) be the unique maximal ideal of \( A \). Suppose that \( E \) is a subfield of \( C(A) \) such that \( A/N \) as an \( E \)-algebra is central. If \( \tau \) is any mapping of \( A/N \) into \( A \) which splits the exact sequence \( 0 \rightarrow N \rightarrow A \rightarrow A/N \rightarrow 0 \) regarded as a sequence of \( E \)-module homomorphisms, then the mapping \( s \otimes c \mapsto c(\tau s) \) \( (s \in S = A/N, c \in C(A)) \) gives an isomorphism \( \tau' \), as \( C \)-modules, of \( S \otimes E C \) onto \( A \), and \( C \) has dimension \( l \) over \( E \). If \( \tau \) can be chosen preserving products (that is, if the above sequence splits when regarded as consisting of algebra homomorphisms) then \( \tau' \) is a \((C, E \text{ and } K)\)-algebra isomorphism.

**Proof.** Since \( C/(\text{radical } C) \) is a field, \( E \) acts unitally on \( A \) and \( A \) is an \( E \)-algebra. Since \( CN \subseteq N, S = A/N \) is also an \( E \)-algebra. Let \( c_i = \sigma_i(1_s), i = 1, \cdots, l \) (we continue using the notation of Lemma 3.1). Then \( c_1, \cdots, c_l \) are linearly independent over \( E \), since if \( c = c_j + \sum_{i < j} c_i \xi \) then \( cA + M_{j-1} = M_j \) (because \( cA + M_{j-1} = M_j \)) and \( c \neq 0 \). If \( cA \subseteq M_i \) and \( cA \nsubseteq M_{i-1} \) then \( c \) and \( c_i \) both induce \( T \)-isomorphisms, \( \bar{c} \) and \( \bar{c}_i \) of \( A/N \) onto \( M_i/M_{i-1} \). Then \( (\bar{c}_i)^{-1}\bar{c} \) is a \( T \)-automorphism of \( A/N \), hence is in the centroid of \( S \) as a \( K \)-algebra. Therefore there is an \( e \) in \( E \) such that \( \pi_{i-1}(c - ec_i) = 0 \). It follows that \( c_1, \cdots, c_l \) are a basis of \( C \) over \( E \).

For a given splitting \( E \)-homomorphism \( \tau \), \( (s, c) \mapsto c(\tau s) \) is \( E \)-bilinear, hence \( \tau' \) is well-defined. Every element of \( S \otimes E C \) is uniquely represented as \( \sum s_i \otimes c_i, s_i \in S \). If \( 0 \neq \sum s_i \otimes c_i \in \ker \tau' \), let \( j \) be the largest index such
that \( \tau s_j \neq 0 \). Since \( \tau s_j \in \mathcal{N} \) and \( c_j \) induces a \( T \)-isomorphism of \( \mathcal{N}/\mathcal{N} \) onto \( \mathcal{M}_j/\mathcal{M}_{j-1} \), \( c_j \tau s_j \in \mathcal{M}_{j-1} \). But \( \sum_{i<j} c_i \tau s_i \in \mathcal{M}_{j-1} \), a contradiction, and \( \ker \tau' = 0 \). Obviously \( \tau' \) is a homomorphism of \( C \)-modules, where \( c'(s \otimes c) = s \otimes c'c \). If \( \tau \) preserves products then \( cc' \tau(s,s) = (c \tau s_i)(c' \tau s_j) \), so that \( \tau' \) is an isomorphism of algebras (over \( C \), hence also over \( E \) and \( K \)). This completes the proof of the lemma.

**Lemma 3.4.** Suppose that \( A \) is a d-simple algebra, where \( d \) is a derivation, with a minimal ideal \( M_1 \). Then \( 0 \to N \to A \to S(=\mathcal{N}/\mathcal{N}) \to 0 \) splits (as a sequence of algebra homomorphisms), and in fact \( S' = \{a \in A \mid da \in M_1\} \) is a splitting subalgebra \( \tau S \).

**Proof.** Since \( d \) is a derivation \( S' \) is a subalgebra. The chain of ideals \( M_1, \ldots, M_{i-1} = N, M_i = A \) may be constructed with \( d \) always used to go from \( M_i \) to \( M_{i+1} \) (so that \( j_i = i \)). If \( 0 \neq a \in S' \cap N \), let \( i \) be the index such that \( a \in M_i, a \in M_{i-1} \). Then \( da \in M_i \) by Lemma 2.1, which contradicts \( dS' \subseteq M_1 \). Therefore \( S' \cap N = 0 \). Moreover \( dN + M_i = A \) since it contains with \( M_i \) also \( dM_i + M_i = M_{i+1} \). Hence if \( a \in A \) then \( da = dn + a \), where \( n \in \mathcal{N} \), \( a_i \in M_i \), \( d(a - n) = a_i, a = (a - n) + n \in S' + N \). This completes the proof of the lemma.

### 4. The commutative associative case

Suppose that \( A \) is a differentiably simple commutative associative ring. At characteristic 0, results of Posner [11] show that \( A \) is an integral domain. In particular if \( A \) has a minimal ideal then \( A \) is a field. For the application to the proof of the Main Theorem it would suffice to prove this assuming that the radical \( \mathcal{N} \) of \( A \) is nilpotent, \( \mathcal{N}/\mathcal{N} \) is a field, and \( A \) has a unit element; the proof in this case is trivial: If \( y \in \mathcal{N}, y^i \neq 0, y^{i+1} = 0 \) and \( dy \in \mathcal{N} \) for some derivation \( d \), then \( dy \) is a unit but \( y^i(dy) = d(y^{i+1})/(i + 1) = 0 \), a contradiction. Now suppose that \( A \) has prime characteristic. Harper [6] proved that if \( A \) is a finite-dimensional algebra over a field \( E \) and if \( A \) has the form \( A = E1 + \mathcal{N} \) (\( \mathcal{N} \) the radical), then \( A \cong B_n(E) \) for some \( n \geq 0 \). The following result generalizes Harper's theorem in several ways. A portion of the proof is partly based on Harper's proof, but yields a shorter proof even of his special case. For the rings considered, the differential constants (i.e. elements annihilated by all derivations) form a subfield which may be identified with the differential centroid under a restriction of the mapping \( x \mapsto l_x \) which identifies the ring with its centroid.

**Theorem 4.1.** Let \( A \) be a differentiably simple commutative associative ring of prime characteristic \( p \), and let \( \mathcal{R} = \{x \in A \mid x^p = 0\} \). If \( Rx = 0 \) for
some $x \neq 0$ in $A$ (this will hold, e.g., if $A$ has a minimal ideal), then there
is a subfield $E$ of $A$ and an $n \geq 0$ such that $A \cong B_n(E) (\cong E_{(n)})$, in fact iso-
morphic as algebras over $E$. Here $E$ may be taken to be any maximal sub-
field of $A$ containing the subfield $F$ of differential constants.\footnote{Added April 25, 1969. The writer has just learned of the paper by Shuen Yuan, Differentiably simple rings of prime characteristic, Duke Math. J. 31 (1964), 623-630, in which essentially the result of Theorem 4.1 is proved (under the hypothesis that the radical is nilpotent). The proof given here is different and simpler than Yuan’s, and also makes the proof of the Main Theorem self-contained.}

Proof. By two theorems of Posner [11], $A$ has a unit element and the
ideal $R$ is nilpotent (for the application to the proof of the Main Theorem it
would have been enough just to assume these properties). By Zorn’s lemma
there exists a maximal subfield of $A$ containing $F$; let $E$ be any such maximal
subfield. We now give the proof of the theorem in five parts.

(i) $E + R = A$: If $a \in A$ then $a^p \in F$, say $a^p = \alpha$, and the minimal
polynomial of $a$ over $E$ divides $\lambda^p - \alpha$. If $E$ contains no $p^{th}$ root of $\alpha$, then
$\lambda_p - \alpha$ is irreducible over $E$ and $E(a)$ is a field, which contradicts the maxi-
mality of $E$. Therefore $E$ contains a $p^{th}$ root $\beta$ of $\alpha$, $\alpha - \beta \in R$, and
$a \in E + R$.

Now regard $A$ as an algebra over $E$, choose a subset \{\(y_j\mid j \in J\)\} of $R$ such
that $\{y_j + R^2\mid j \in J\}$ is a basis of $R/R^2$, let $X = \{X_j\mid j \in J\}$ be a corresponding
set of commuting indeterminates over $E$, and let $\tau$ be the (unique) homomor-
phism of $E[X]$ to $A$ such that $\tau X_j = y_j(j \in J)$ and $\tau 1 = 1$. Then

(ii) $\tau$ is onto: It suffices (since $R$ is nilpotent) to show for all $k > 0$ that
\[ \{y_j^{i_1} \cdots y_j^{i_m} + R^{k+1} \mid j \in J, i_i \geq 0, i_1 + \cdots + i_m = k\} \]
spans $R^k/R^{k+1}$. This is true for $k = 1$ by the choice of $\{y_j\}$, and its truth for
$k + 1$ follows from that for $k$ because
\[ R^k = \sum (E y_j^{i_1} \cdots y_j^{i_m} + R^{k+1}) (E y_i + R^2) \subseteq \sum (E y_j^{i_1} \cdots y_j^{i_m} y_i + R^{k+2}) . \]

Now regard $A$ again as a ring.

(iii) Given $d$ in der $A$, there exists an $F$-linear derivation $d'$ of $E[X]$ such that $\tau d' = d\tau$: Let $\{w_i\}$ be a basis of $A$ over $E$ composed of monomials
in the $y_j$’s. If we write $de = \sum (d,e)w_i(e \in E, d,e \in E)$ then each $d_i$ is a
derivation of $E$ and for each $e \in E, d,e = 0$ except for a finite set of indices
$i$. For each $w_i$ let $z_i$ be the element of $E[X]$ obtained by replacing the $y_j$’s
by $X_j$’s. Also for each $j$ in $J$ pick an $X_j'$ in $E[X]$ such that $\tau X_j' = dy_j$. Then
there is a (unique) $F$-linear derivation $d'$ of $E[X]$ such that $d'X_j = X_j'(j \in J)$
and $d'(e1) = \sum (d,e)z_i(e \in E)$, as a straightforward verification shows, and
this is the required $d'$. 
(iv) Let \( D' = \{ d' \in \text{der}_FE[X] \mid \exists d \in \text{der} A \ni \tau d' = d \tau \} \); then \( \ker \tau \) is a maximal \( D' \)-ideal and a \( \text{der}_FE[X] \)-ideal of \( E[X] \): \( \ker \tau \) is obviously a \( D' \)-ideal and is maximal by (iii) since \( A \) is differentiably simple. Let \( I \) be the additive subgroup of \( E[X] \) generated by \( \ker \tau + \Delta(\ker \tau) \) where \( \Delta = \text{der}_FE[X] \). Then \( I \) is an ideal because \( b(\delta k) = \delta(bk) - (\delta b)k \) \( (b \in E[X], \delta \in \Delta, k \in \ker \tau) \), and \( I \) is \( D' \)-closed because \( d'(\delta k) = \delta(d'k) + [d', \delta]k \) and \( [d', \delta] \in \Delta \). By maximality, either \( I = \ker \tau \) and hence \( \Delta(\ker \tau) \subseteq \ker \tau \), or else \( I = E[X] \), in which case \( \ker \tau \) would contain an element with a non-zero (monomial) term of degree \( \leq 1 \). But this latter contradicts the fact that \( \{1, y_j \mid j \in J\} \) is linearly independent modulo \( R^c \) and \( \tau \) maps monomials of degree \( \geq 1 \) into \( R^c \).

(v) \( \ker \tau = (X^p) \), where \( (X^p) \) denotes the ideal generated by \( \{X^p_j \mid j \in J\} \), and the index set \( J \) is finite: \( (X^p) \subseteq \ker \tau \). But \((X^p)\) is a maximal \( \Delta \)-ideal of \( E[X] \) (just apply enough derivations \( \partial/\partial x_j \) to an element not in \((X^p)\) to get a unit modulo \((X^p)\)). Hence \( \ker \tau = (X^p) \), and the nilpotency of \( R \) implies that \( J \) is finite. This completes the proof of the theorem.

**Corollary 4.2.** If a differentiably simple commutative associative ring \( A \) of prime characteristic has ACC on nilpotent ideals, then \( A \cong B_n(E) \) for some field \( E \) and some (finite) \( n \geq 0 \).

**Proof.** With \( \{y_j \mid j \in J\} \) as in the proof of the theorem, if \( J' \subseteq J \) is finite then the ideal generated by \( \{y_j \mid j \in J'\} \) is nilpotent. Hence \( J \) is finite, say \( |J| = n \). Then, as in (ii), \( R^{p^n} = R^{p^n-1} \) and \( R^{p^n} = (R^{p^n})^2 \) is a differential ideal. Hence \( R \) is nilpotent, and the result follows from the theorem.

5. Proof of \( d \)-simplicity

If \( A \) is any algebra over a ring \( K \), the quasi-derivations form a Lie algebra over \( K \) under commutation (the Lie normalizer of \( T(A) \)), as do the derivations. If \( c \in C(A) \) and \( d \in \text{qder} A \) then \( cd \in \text{qder} A \), since \([cd, t] = [c, t]d + c[d, t]\) and \( cT(A) \subseteq T(A) \). If \( d \in \text{qder} A \) then it is easy to see that \( cd \in \text{der} A \) and \( dc \) is a quasi-derivation but not necessarily a derivation. Thus \( \text{qder} A \) is a left \( C(A) \)-module and \( \text{der} A \) is a submodule.

**Lemma 5.1.** Let \( A, D, \) and \( D^* \) be as in Lemma 3.2. If \( C(A) \) is \( d^* \)-simple for a given \( d \) in \( D \) then \( A \) is \( d \)-simple. If \( D \) is closed under commutation and \( d \)-multiplication by elements of \( C(A) \) then \( D^* \) is also.

**Proof.** Suppose that \( C = C(A) \) is \( d^* \)-simple and that \( M \neq 0 \) is a \( d \)-ideal of \( A \). Since \( A \) has a \( T(A) \)-composition series, \( M \) contains a minimal ideal \( M_i \) of \( A \). Starting with \( M_i \) construct the chain of ideals \( M_i \) by always using the given \( d \) in Lemma 2.1 until an ideal \( M_i \) is obtained with \( dM_i \subseteq M_i \). If \( M_i \neq A \) then \( H = \{c \in C \mid cA \subseteq M_i\} \) is a proper ideal of \( C \), but if \( h \in H \) and \( a \in A \) then
(d^*h)a = dha - hda \in M_\sigma$, so that $H$ is $d^*$-closed, a contradiction. Therefore $M_\sigma = A$, $M = A$ and $A$ is $d$-simple. The last statement holds because $[ad_1, ad_2] = ad[d_1, d_2]$ in $\text{Hom} (A, A)$, and $c(d^*c_i) = cdc_i - cc.d = (cd)^*c_i$.

If $A$ is a ring or algebra and if $D$ is a Lie subring or subalgebra of $\text{qder} A$, we say that $D$ is regular if it is also a left $C(A)$-submodule of $\text{qder} A$. This conforms with the terminology used by Ree [12] in his investigation of the regular Lie subalgebras of $\text{der} B_n (F)$. If $A$ is an algebra and if $A^2 = A$ then the centroid of $A$ is the same set whether $A$ is regarded as an algebra or as a ring. Hence a regular Lie subring of $\text{qder}_k A$ is also a regular Lie subring of $\text{qder} A$ when $A$ is regarded as a ring.

**Theorem 5.2.** If $A$ is a $D$-simple algebra over $K$ with a minimal ideal where $D$ is a regular Lie subring of $\text{qder} A$ then $A$ is $d$-simple for some $d$ in $D$.

**Proof.** Since $A$ is $D$-simple ($d$-simple) as an algebra if and only if it is $D$-simple ($d$-simple) as a ring ($d \in D \subseteq \text{qder}_k A$), we may ignore $K$ and regard $A$ as a ring (the minimal ideal remains minimal). Also we may assume that $A$ is not simple. By Lemmas 5.1 and 3.2 we may assume that $A$ is commutative associative and that $D \subseteq \text{der} A$. Then by Lemma 2.2 and Theorem 4.1, $A$ has prime characteristic $p$ and $A \cong B_n (E)$ for some field $E$ and some $n > 0$. We claim that

(i) there is a regular Lie subring $D_0$ of $D$ and a derivation $d_1$ in $D$ such that $A$ is not $D_0$-simple, $A$ is $(D_0 \cup \{d_1\})$-simple, and $[d_1, D_0] \subseteq D_0$.

Since the radical $R$ of $A$ is not a $D$-ideal, there is an $r$ in $R$ and a $d_1$ in $D$ such that $d_1r \in R$ and hence $d_1r$ is a unit of $A$. Replacing $d_1$ by $(d_1r)^{-1}d_1$ we may assume that $d_1r = 1$. Let $D_0 = \{d - (dr)d_1 | d \in D\}$. Then $D_0 = \{d \in D | dr = 0\}$ and hence $D_0$ is a regular Lie subring of $D$, and $[d_1, D_0] \subseteq D_0$ since if $d_1r = 0$ then $(d_1d_0 - d_0d_1)r = -d_01 = 0$. Also $A$ is not $D_0$-simple since $rA$ is a proper $D_0$-ideal. Any $(D_0 \cup \{d_1\})$-ideal of $A$ is invariant under $d - (dr)d_1$ and $(dr)d_1$ for all $d$ in $D$, and hence $A$ is $(D_0 \cup \{d_1\})$-simple.

Now let $H$ be the (associative) subring of $\text{Hom} (A, A)$ generated by $T(A)$ and $D_0$. Then $[d_1, H] \subseteq H$ and $A$ has no proper $H$-submodule invariant under $d_1$. Since $H$-submodules are in particular ideals of $A$, $A$ has an $H$-composition series. Starting with a minimal $H$-submodule $M_i$ of $A$ and applying Lemma 2.1 using $d_1$ at each step, we get an $H$-composition series $0 = M_0 \subset \cdots \subset M_i = A$ and $H$-isomorphisms $\delta_i : \bar{M}_i \rightarrow \bar{M}_{i+1}$, where we write $\bar{M}_j = M_j / M_{j-1}$ (with $\bar{M}_i = \bar{A}$). Since $M_{i-1}$ is a $D_0$-ideal of $A$, any $d$ in $D_0$ induces a derivation on $\bar{A}$ (regarded as a ring) which we denote by $\bar{d}$. We also write $\bar{D}_0 = \{\bar{d} | d \in D_0\}$. Then $\bar{D}_0$ is a regular Lie ring of derivations of $\bar{A}$, and $\bar{A}$ is $\bar{D}_0$-simple. By in-
duction on the \((T(A))\) composition length \((M_{i-1} \neq 0\) since \(A\) is not \(D_0\)-simple) there is a \(d_0\) in \(D_0\) such that \(\bar{A}\) is \(d_0\)-simple. We have

(ii) if \(A\) is not \(d_i\)-simple then \(\bar{A} \cong B_q(E)\) for some positive \(q\). By Theorem 4.1, \(\bar{A} \cong B_q(E)\) for some \(q \geq 0\), with the same field \(E\) as above (this latter fact is not actually needed) since \(A/N \cong \bar{A}/\bar{N}\). Since \(d_i\) gives all the mappings \(\delta_j\), if \(0 \neq a \in A\) then for some \(i\), \(d_i a \in M_{i-1}\). But if \(q = 0\) then \(d_i a\) is a unit since \(\bar{A}\) is a field and \(M_{i-1}\) is nil, and hence any non-zero \(d_i\)-ideal would contain a unit.

Now suppose \(q > 0\), let \(x_1, \ldots, x_q\) be a set of nilpotent generators of \(\bar{A}\) (i.e., \(\bar{A} = \bar{E}[x_1, \ldots, x_q], x_q^q = 0, i = 1, \ldots, q\); \(\bar{E}\) a copy of \(E\)), and for \(i = 1, \ldots, l\) let \(M'_i, M''_i\) denote the ideals of \(A\) such that \(M_i \supset M'_i \supseteq M''_i \supseteq M_{i-1}\), \(M'_i/M_{i-1} = (\delta_{i-1} \cdots \delta_i)^{-1}(x_1, \ldots, x_q)\), and \(M''_i/M_{i-1} = (\delta_{i-1} \cdots \delta_i)^{-1}E(x_1, \ldots, x_q)\); i.e., \(M'_i/M_{i-1}\) and \(M''_i/M_{i-1}\) correspond under the \(H\)-isomorphism to the unique maximal and minimal ideals of \(\bar{A}\). Also pick \(y_i\) in \(A\) such that \(y_i + M_{i-1} = x_i\) \((i = 1, \ldots, q)\) and set \(w = (y_1 \cdots y_q)^{p-1}\). Then

(iii) \(wM'_i \subseteq M''_{i-1}\) (where \(M''_0 = 0\)) and \(wM_i + M_{i-1} = M''_i\) \((i = 1, \ldots, l)\):

We have

\[
d_i w + M_{i-1} = \sum_i (p - 1)(d_i y_i + M_{i-1})x_i^{p-1} \cdots x_i^{p-2} \cdots x_q^{p-1},
\]

so that each term in \(d_i w + M_{i-1}\) is of total degree at least \((p - 1)^q - 1\). Hence \((d_i w + M_{i-1})(M'_i + M_{i-1}) \subseteq M''_i + M_{i-1}\), \((d_i w)M'_i \subseteq M''_i\), and, by the \(H\)-isomorphisms, \((d_i w)M'_i \subseteq M''_i\) \((i = 1, \ldots, l)\). Also \(wM_i + M_{i-1} = M''_i\) for all \(i\) since this holds for \(i = l\). By the definition of \(M'_i\) and \(M''_i\), \(d_i M'_i + M_i = M'_{i+1}\) and \(d_i M''_i + M_i = M''_{i+1}\) \((i = 1, \ldots, l - 1)\). Also \(wM'_i = 0\) since \(wM'_i \subseteq M''_{i-1}\). Suppose \(wM'_i \subseteq M''_{i-1}\) for some \(i\) \((1 \leq i < l);\) this is true for \(i = 1\). Then (since \([d_i, l_w] = l_{d_i w}\))

\[
wM'_{i+1} \subseteq wd_i M'_i + wM_i \subseteq d_i (wM'_i) + (d_i w)M'_i + M''_i \subseteq d_i M''_{i-1} + M''_i \subseteq M''_{i+1}.
\]

(iv) Let \(d = d_0 + wd_1\); then \(A\) is \(d\)-simple: In proving this, for any ideal \(I\) of \(A\) we write \(\Delta I\) and \(\Delta_0 I\) for the ideal \(dI + I\) and \(d_0 I + I\), respectively, and similarly for \(\Delta_0\) on ideals of \(\bar{A}\). Since \(\bar{A}\) is \(\bar{d}_0\)-simple and has the same composition length as its dimension over \(\bar{E}\), it follows that

\[
(\Delta_0)^{p^{q-2}}(\bar{E}(x_1 \cdots x_q)^{p-1}) = (x_1, \ldots, x_q)
\]

and hence

\[
(\Delta_0)^{p^{q-2}} M''_i = M'_i\quad (i = 1, \ldots, l).
\]

Therefore, since \(d_i M'_i \subseteq M''_{i+1}\), (iii) gives \(\Delta^j M''_i = \Delta^j M''_i, \Delta^{q-1} M''_i = \Delta M'_i = M_i\) \((j = 1, \ldots, p^q - 1; i = 1, \ldots, l)\). But for \(i < l\), \(\Delta M_i = wd_i M_i + M_i = wM_{i+1} + M_i = M''_{i+1}\). Therefore the ideals \(\Delta^j M''_i, j = 1, \ldots, (p^q - 1)l\), together with the 0 ideal, form a composition series of \(A\). Hence \(A\) is \(d\)-simple.
since $M''_i$ is the unique minimal ideal of $A$ (or by the argument of (ii)). This completes the proof of the theorem.

6. Completion of proof of the main theorem

Let $A$ be a differentiably simple algebra over $K$ with a minimal ideal $M_i \neq A$. Since $\text{der } A$ is a regular Lie ring, by Theorem 5.2 there is a derivation $d$ such that $A$ is $d$-simple. By Lemma 3.2, $C = C(A)$ is $d^*$-simple and $I = \{c \in C \mid cA \subseteq M_i\}$ is a minimal ideal of $C$. By Lemma 2.2, the radical $R$ of $C$ is nilpotent, and by Lemma 3.4, $E = \{c \in C \mid d^*c \in I\}$ is a subfield of $C$ with $E + R = C$. The differential constants of $C$ are in $E$ and in particular $K_s \subseteq E$. By §4, $C$ (and hence also $A$) has prime characteristic and $C \cong B_+(E)$, as an algebra over $E$, for some $n > 0 (R \neq 0$ since otherwise $C = E = I$ and $A = M_i$). Hence $I$ is 1-dimensional over $E$.

The ring $A$ is also an algebra over $E$. In the notation of Lemma 3.1, if $0 \neq \gamma \in \Gamma = C(A/N)$ then $\sigma_i(\gamma)A = M_i$, hence $CM_1 \subseteq M_i$ and $M_i$ is an $E$-ideal. Since $[d, E]A = (d^*E) \subseteq M_i$, in the construction of the chain of ideals $M_i$ using $d$ in Lemma 2.1, all the isomorphisms $\delta$ are $E$-linear; in particular $A/N$ and $\Gamma$ may be considered as algebras over $E$. Therefore the mapping $\rho$ used in defining $\sigma_i$ in Lemma 3.1 ($\sigma_i(\gamma) = \mu_i, \rho_{\gamma \pi_i(\gamma)}$) is $E$-linear, and $\sigma_i$ is an isomorphism of $\Gamma$ onto $I$ as $E$-modules. Therefore $A/N$ as an $E$-algebra is central. The subalgebra $S' = \{a \in A \mid da \in M_i\}$ of Lemma 3.4 is closed under $E$, so we have the situation of Lemma 3.3, and $A \cong S' \otimes_E B_+(E) \cong S'_{[n]}$ as an algebra over $E$, hence also over $K$, where $S' \cong A/N$ is a simple algebra over $E$ and hence also over $K$. This completes the proof of the Main Theorem.

One of the main tools used in the proof of the Main Theorem was the passage from quasi-derivations of $A$ to derivations of $C(A)$. The proof of Lemma 3.4 was the only place where we required, for the $D$-simple algebra $A$ itself, that $D$ consist of derivations rather than merely quasi-derivations. The following gives several cases where this hypothesis may be weakened.

**Corollary 6.1.** Let $A$ be a $D$-simple algebra with a minimal ideal, where $D \subseteq \text{qder } A$. Then the conclusion of the Main Theorem holds in each of the following cases

(i) $A$ has characteristic 0;

(ii) $A$ is commutative associative with a unit element;

(iii) $A$ is finite-dimensional over a field and is either alternative (including associative), or standard [1], [14] (including Jordan) of character-

---

*Added April 25, 1969. The proof of the Main Theorem remains valid for Lie triple systems, and more generally for $\Omega$-algebras $A$ where $A$ is a $K$-module and each $\omega \in \Omega$ is $n$-ary multilinear for some $n \geq 2$ (with the appropriate definitions of derivation, etc.).*
istic \neq 2;

(iv) \( D = \{d\} \) and for each \( x, y \) in \( A \) there is a \( t = t(x, y) \) in \( T(A) \) such that \( d(xy) = (dx)y + t(dy) \).

\begin{proof}
Case (i) follows from Lemma 3.2 and the (easy) characteristic 0 case of §4. Case (ii) follows from Lemma 3.2 and the Main Theorem since here \( A \cong C(A) \). Case (iii) follows from the Wedderburn principal theorem for alternative algebras [13] and for standard algebras [14] of characteristic \( \neq 2 \), since this provides the splitting subalgebra needed in Theorem 3.3, thus bypassing Lemma 3.4 (and §5). In Case (iv) the set \( S' \) of the proof of Lemma 3.4 is a subalgebra, and so as noted above the conclusion holds in this case also. This concludes the proof.

The Main Theorem probably remains true for any quasi-differentiably simple algebra with a minimal ideal. At any rate, Lemma 3.3 and Theorem 4.1, together with Theorem 5.2 and the argument of §6, provide a great deal of information about such an algebra. It can also be seen that in the use we have made so far of the concept, the definition of quasi-derivation could be further weakened.

Given one of the non-simple algebras \( A \) of the Main Theorem, the algebra \( S \) is uniquely determined up to isomorphism, since it is the unique simple difference algebra of \( A \), and \( n \) is uniquely determined since \( p^n \) is the composition length of \( A(p) \) the characteristic of \( S \) and of \( A \). One of the principal difficulties in proving the Main Theorem was finding a subalgebra of \( A \) corresponding to \( S \). It is easy to see that for any two such subalgebras there will be an automorphism of \( A \) sending one to the other. However the subalgebra is not in general unique. To show this we need only give an automorphism of \( A = S \otimes_{Z_p} B_n(Z_p) \) which moves \( S \otimes 1 \). Thus suppose that \( S \) has a derivation \( d' \neq 0 \) and that \( x \in B_n(Z_p) \) with \( x \neq x^2 = 0 \), and let \( d \) be the linear mapping of \( A \) determined by \( d(s \otimes b) = d'(s) \otimes xb \quad (s \in S, b \in B_n(Z_p)) \). Then \( d \) is a derivation of \( A, d \neq d^2 = 0, \exp d = 1 + d \) is an automorphism of \( A \), and \( \exp d)(S \otimes 1) = S \otimes 1 \).

We now discuss the conjecture of Zassenhaus mentioned in §1. For any Lie algebra \( S \) over a field \( F \) of characteristic \( p \) and any integer \( m > 0 \) he constructed [17, pp. 64, 67] a Lie algebra \( S^{(m)} \), which he called a power ring of \( S \). This consists of the vector space over \( F \) of all \( m \)-tuples \( a = (a_0, \ldots, a_{m-1}) \) of elements of \( S \), with products given by \([a, b] = c \) where

\[ c_i = \sum_{j=0}^i \binom{i}{j} [a_j, b_{i-j}] \quad (i = 0, 1, \ldots, m - 1). \]

Based on his characterization of the \( d \)-simple Lie algebras over \( F \) with a chief \(( = T(A)\)-composition) series [17, pp. 61–79], Zassenhaus conjectured [17, p. 80]
that if \( L \) is a differentiably simple Lie algebra over \( F \) (presumably with a chief series) then \( L \cong S^{\ast p^n} \) for some simple Lie algebra \( S \) over \( F \) and some \( n \geq 0 \). It turns out that we can show rather easily (we omit the details) that \( S^{(p^n)} \) and \( S_{[n]} = S \otimes_F B_n(F) \) are isomorphic, under the following mapping

\[
(s_0, \ldots, s_{p^n-1}) \mapsto \sum_{i=0}^{p^n-1} \bar{l}!^{-1} s_i \otimes x_i^1 \cdots x_i^n,
\]

where \( i = i_1 + i_2 p + \cdots + i_n p^n - 1, 0 \leq i_j < p \) (\( j = 0, \ldots, p^n - 1 \)), \( \bar{l} \) denotes the residue class modulo \( p \) of \( l/p^{ord_p l} \), and \( B_n(F') = F[x_1, \ldots, x_n], x_i^j = 0 \) \( (j = 1, \ldots, n) \). Zassenhaus' conjecture then follows immediately from the Main Theorem. It seems clear that the tensor product form of \( S_{[n]} \) used in the present paper is a much more convenient construction than that of the power rings.

7. The derivations of \( S_{[n]} \) and a condition for \( D \)-simplicity

In view of the Main Theorem, it is desirable to determine the derivations of the algebra \( S_{[n]} \) of that theorem. This we shall now do, of course in terms of the derivations of \( S \). We begin by determining the derivations of a large class of tensor products.

**Theorem 7.1.** Let \( A = S \otimes_F B \), regarded as an algebra over \( F \), where \( F \) is a field, \( S \) and \( B \) are algebras over \( F \), and \( B \) is commutative associative with a unit element. If \( S \) or \( B \) is finite-dimensional and if \( S^2 = S \) or \( \{ s \in S \mid sS = Ss = 0 \} = 0 \) then

\[
\text{der } A = (\text{der } S) \otimes_F B + \Gamma' \otimes_F (\text{der } B)
\]

(the sum being a direct sum as vector spaces) where \( \Gamma' \) denotes the centroid of \( S \) and

\[
(d' \otimes b_i)(s \otimes b) = (d's) \otimes (b_ib), \quad (\gamma \otimes d'')(s \otimes b) = (\gamma s) \otimes (d''b)
\]

\[
(d' \in \text{der } S, d'' \in \text{der } B).
\]

**Proof.** A straightforward verification shows that each \( d' \otimes b \) and \( \gamma \otimes d'' \) is a derivation of \( A \). Now let \( d \) be a given derivation of \( A \). We give the proof in three parts.

(i) **Proof of the theorem when \( S \) is associative with a unit element.** We identify the center of \( S \) with \( \Gamma' \). Choose a basis \( \{ b_i \mid i \in I \} \) of \( B \) and a basis \( \{ s_j \mid j \in J \} \) of \( \Gamma' \), and extend the latter to a basis \( \{ s_j \mid j \in J' \} \) of \( S \) where the index set \( J' = J \cup J'' \) with \( J \cap J'' = \varnothing \). Define linear transformations \( d'_i \) on \( S (i \in I) \) and \( d'_j \) on \( B (j \in J') \) by writing

\[
d(s \otimes 1) = \sum_{i \in I} (d'_i s) \otimes b_i, \quad d(1 \otimes b) = \sum_{j \in J'} s_j \otimes (d'_j b)
\]

\[
(s \in S, b \in B).
\]
Then each $d'_i$ is a derivation of $S$ since
\[
\sum_i d'_i(s_i b_i) \otimes b_i = (d(s_i \otimes 1)) (s_i \otimes 1) + (s_i \otimes 1) d(s_i \otimes 1) \\
= \sum_i ((d'_i s_i) s_i + s_i (d'_i s_i)) \otimes b_i ,
\]
and similarly each $d''_j$ is a derivation of $S$. Applying $d$ to both sides of
\[
(s \otimes 1)(1 \otimes b) = (1 \otimes b)(s \otimes 1)
\]
gives $(s \otimes 1)d(1 \otimes b) = d(1 \otimes b)(s \otimes 1)$ since $1 \otimes b$ commutes with $d(s \otimes 1)$, and hence $0 = \sum_{j \in J} [s, s_j] \otimes (d'_j b) = \sum_{j \in J} [s, s_j] \otimes (d''_j b)$ for all $s$ in $S$ and $b$ in $B$. For a given $b$ in $B$ and each $j$ in $J''$ write $d''_j b = \sum_{i \in I} \alpha_{ij} b_i (\alpha_{ij} \in F')$. Then
\[
0 = \sum_{j \in J''} [s, s_j] \otimes (d''_j b) = \sum_{i \in I} [s, \sum_{j \in J''} \alpha_{ij} s_j] \otimes b_i
\]
for all $s$. Hence $\sum_{j \in J''} \alpha_{ij} s_j \in I'$ for all $i$, $\alpha_{ij} = 0$ for all $i$ and all $j$ in $J''$, and $d''_j = 0$ for all $j$ in $J''$. Then
\[
d(s \otimes b) = d((s \otimes 1)(1 \otimes b)) = \sum_i (d'_i s_i) \otimes b_i b + \sum_{j \in J} s s_j \otimes d''_j b \\
= \sum_i (d'_i s_i) \otimes b_i b + \sum_{j \in J} s s_j \otimes d''_j b
tor (s \in S, b \in B),
\]
and $d$ has the form $\sum_i d'_i \otimes b_i + \sum_{j \in J} s_j \otimes d''_j$. By the definition of the $d'_i$, for each $s$ in $S$, $d'_i s = 0$ except for finitely many of the indices $i$. Therefore if $S$ is finite-dimensional, then $d'_i = 0$ except for finitely many $i$, so that $\sum_i d'_i \otimes b_i \in (\text{der} S) \otimes B$, while of course the same is true if $I$ is finite. Similarly $\sum_{i, j} s_j \otimes d''_j \in I' \otimes (\text{der} B)$, and finally, the sum is direct since if $\sum_i d'_i \otimes b_i \in I' \otimes \text{der} B$ then $\sum_i (d'_i \otimes b_i)(s \otimes 1) = 0$ for all $s$, and $d'_i = 0$ for all $i$. This completes the proof when $S$ is associative with 1.

(ii) If $U = I + T(S)$ then there is an algebra isomorphism $\tau$ of $U \otimes B$ onto $C(A) + T(A)$ with $\tau(u \otimes b) = u \otimes l_u$ (regarded as a mapping of $A$, where $l_u$ is the multiplication by $b$ on $B$), and $I$ and $C(A)$ are commutative. $U$ is an (associative) algebra of linear transformations on $S$ since $\gamma l_u = l_{\gamma u}$ and $\gamma r_u = r_{\gamma u}$. There is a unique linear mapping $\tau$ of $U \otimes B$ onto a space of linear transformations of $A$ with $\tau(u \otimes b) = u \otimes l_u (u \in U, b \in B)$. Then $\tau$ is one-one since if $(\sum_i u_i \otimes b_i)(s \otimes 1) = 0$ for all $s$ then $u_i = 0$ for all $i$. Clearly $\tau$ preserves multiplication. Therefore $\tau(T(S) \otimes B) = T(A)$ since $\tau(l_s \otimes b) = l_s \otimes b$ and $\tau(r_s \otimes b) = r_s \otimes b$. If $\gamma, \gamma' \in \Gamma$ then $[\gamma, \gamma'] S^s = ([\gamma, \gamma'] S) S = S ([\gamma, \gamma'] S) = 0$ and hence the hypothesis on $S$ implies that $\Gamma$ is commutative. Also either $A^2 = A$ or $\{a \in A | a A = A a = 0\} = 0$, so that $C(A)$ is commutative. We claim that $\tau(\Gamma \otimes B) = C(A)$. Indeed if $c \in C(A)$ and we write $c(s \otimes 1) = \sum_i \gamma_i(s) \otimes b_i (i \in S)$, we see that each $\gamma_i \in \Gamma$. But if $b \in B$ then $1_s \otimes l_b \in C(A)$ and so $c(s \otimes b) = (1_s \otimes l_b) c(s \otimes 1) = \sum_i \gamma_i(s) \otimes b_i b$, and $c = \sum_i \gamma_i \otimes b_i$. Here $\gamma_i = 0$ except for finitely many $i$, as in (i). Therefore $\tau(I \otimes B) = C(A)$ and $\tau(U \otimes B) = C(A) + T(A)$. 
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\[
\sum_i d'_i(s_i b_i) \otimes b_i = (d(s_i \otimes 1))(s_i \otimes 1) + (s_i \otimes 1) d(s_i \otimes 1) \\
= \sum_i ((d'_i s_i) s_i + s_i (d'_i s_i)) \otimes b_i ,
\]
(iii) Proof of the theorem when $S$ is not associative or does not have a unit element. Since $[d, T(A)] \subseteq T(A)$ and $[d, C(A)] \subseteq C(A)$, commutation by $d$ gives a derivation of $C(A) + T(A)$, and hence by (ii) also a derivation $\hat{d}$ of $U \otimes B$. The center of $U$ is $\Gamma$ since $\Gamma$ is commutative. Since $U$ is associative with a unit element, if $\{\gamma_j \mid j \in J\}$ is a basis of $\Gamma$ and $\{b_i \mid i \in I\}$ of $B$ then by (i) there are derivations $d'_i$ of $U$ and $d''_j$ of $B$ such that

$$l_{d(s \otimes b)} = [d, l_{s \otimes b}] = \tau d(l_s \otimes b) = \tau \sum_{i \in I} \hat{d}'_i(l_s) \otimes b_i + \tau \sum_{j \in J} \gamma_j l_s \otimes d''_j b \quad (s \in S, b \in B).$$

Then with $b = 1$ and with $d'_i(i \in I)$ defined by setting $d(s \otimes 1) = \sum_{i \in I} d'_i(s) \otimes b_i$ (so that as in (i) each $d'_i$ is a derivation of $S$) we have

$$\sum_{i \in I} l_{d'_i(s)} \otimes l_{b_i} = \tau \sum_{i \in I} \hat{d}'_i(l_s) \otimes b_i \quad (s \in S)$$

Hence $l_{d'_i(s)} = \hat{d}'_i(l_s)$ for all $i$, and (since $\gamma_j l_s = l_{\gamma_j s}$)

$$l_{d(s \otimes b) - \sum_{i \in I} d'_i(s) \otimes b_i - \sum_{j \in J} \gamma_j \otimes d''_j} = 0 \quad (s \in S, b \in B)$$

and the same equality holds with $l$ replaced by $r$. Then $d_0 = d - \sum_{i \in I} d'_i \otimes b_i - \sum_{j \in J} \gamma_j \otimes d''_j$ is a derivation of $A$, $0 = (d_0 S) S = S (d_0 S) = d_0 S^2$, and $d_0 = 0$. The desired conclusion follows as in (i). This completes the proof of the theorem.

In the course of the proof we have also established the following result for the infinite-dimensional case.

**Corollary 7.2.** Let the hypotheses of the first sentence of Theorem 7.1 hold. If $S$ has a unit element, then every derivation $d$ of $A$ has the form $\sum_i d'_i \otimes b_i + \sum_j \gamma_j \otimes d''_j$ where $d'_i \in \text{der} S$, $d''_j \in \text{der} B$, and for each $s$ in $S$ (resp. $b$ in $B$), $d'_i(s) = 0$ (resp. $d''_j(b) = 0$) except for finitely many $i$ (resp. $j$) (and every mapping of this form is a derivation).

In order to drop the hypothesis that $S^2 = S$ or $\{s \in S \mid sS = SS = 0\} = 0$ we would have to take into account summands $d'''$ where $d'''S^2 = 0$ and $d'''S \subseteq \{s \in S \mid sS = SS = 0\}$.

We now apply Theorem 7.1 to the determination of $\text{der} S_{[n]}$ when $S$ is a simple algebra over a ring $K$ and $n > 0$. Let $E$ be the centroid of $S$, so that $E$ is a field containing $K$, and identify $A = S_{[n]}$ with $S \otimes_E B_n(E)$, with $S$ identified with $S \otimes 1$. If $b \in B_n(E)$ then the $E$-linear mapping $\tau_b$ of $S \otimes_E B_n(E)$ determined by $\tau_b(s \otimes b') = s \otimes bb'$ ($s \in S, b' \in B_n(E)$) is in $C(A)$. It is easy to show (see [4]) that every element of $C(A)$ has this form. If $[d, \tau_b] = 0$ for all derivations of the form $d = 1_s \otimes d''$ ($d'' \in \text{der}_E B_n(E)$) then $d''b = 0$ for all $d''$, and $b \in E1$. Hence the differential centroid $F$ of $A$ is a subfield of $E$, the latter being regarded here as acting on $A$ (and of course $K \subseteq F$). In particu-
lar $S$ is also an $F$-algebra, and we may now identify $A$ with $S \otimes_{F} B_{n}(F)$ and der $A$ with der$_{p}(S \otimes_{F} B_{n}(F))$. If $d' \in$ der $S$ then $d' \otimes 1 \in$ der $(S \otimes_{F} B_{n}(Z_{p}))$ and hence $d'$ is $F$-linear. Thus der $S =$ der$_{p}S$. Also der$_{F}B_{n}(F)$ is the well known $np^{n}$-dimensional Jacobson-Witt algebra $W_{n}$ over $F$. We have now proved the following result.

**COROLLARY 7.3.** If $S$ is a simple algebra (of prime characteristic) over a ring $K$ and if $n > 0$ then der $S_{[n]} = (\text{der } S) \otimes_{F} B_{n}(F) + \Gamma \otimes_{F} W_{n}$ (regarded as acting on $S \otimes_{F} B_{n}(F)$), where $F$ is the differential centroid of $S_{[n]}$, $\Gamma$ is the centroid of $S$, and $W_{n}$ is the Jacobson-Witt algebra over $F$.

We now give a condition on a set $D$ of derivations of $S_{[n]}$ for $S_{[n]}$ to be $D$-simple. If $A = S \otimes_{K} B$, where $S$ is simple with centroid $E$ and $B = B_{n}(E)$ and if $d = \sum d_{i} \otimes b_{i} + 1_{S} \otimes d'' \in$ der $A$, we shall say that $d''$ is the component of $d$ in der $B$, and denote it by $d_{B}$. A straightforward computation shows that $\tau_{d_{B}} = [d, \tau_{b}]$ for all $b \in B$.

**PROPOSITION 7.4.** Let $A = S_{[n]}$, identified with $S \otimes_{K} B_{n}(E)$, where $S$ is a simple algebra over a ring $K$ and $E = C(S)$, and let $D$ be a set of $E$-linear derivations of $A$. Then $A$ is $D$-simple if and only if $B = B_{n}(E)$ is $D$-simple, where $D_{B} = \{d_{B} \mid d \in D\}$. In particular, $S_{[n]}$ is differentiably simple, and in fact $d$-simple for some $E$-linear derivation $d$.

**Proof.** In proving the first conclusion we may ignore $K$ and regard $S$ and $A$ as algebras over $E$. We first show that every ideal of $A$ has the form $S \otimes H$ where $H$ is an ideal of $B$. Thus let $M$ be an ideal of $A$. If $\sum s_{j} \otimes b_{j} \in M$ where the $s_{j}$ are linearly independent over $E$, then, by the density theorem applied to $T(S)$, for each $j$ there is an $s'_{j}$ in $S$ such that $s'_{j} \otimes b_{j} \in M$. If $s \otimes b \in M$ then $S \otimes b \subseteq M$. It follows that $\{b \in B \mid 3s \in S \text{ with } s \otimes b \in M\}$ is an ideal $H$ of $B$, and $M = S \otimes H$. If $H$ is any $D_{B}$-ideal of $B$ then $S \otimes H$ is a $D$-ideal of $A$. Conversely if $S \otimes H$ is a $D$-ideal we see that $d_{B}H \subseteq H$ for all $d$ in $D$. It is easy to see that an ideal $H$ of $B$ is a $D_{B}$-ideal if and only if $S \otimes H$ is a $D$-ideal of $A$. This gives the first conclusion. Now let $d = 1_{S} \otimes d''$ where $d''$ is the derivation of $B$ given by

$$d'' = (\partial/\partial x_{1}) + x_{1}^{-1}(\partial/\partial x_{2}) + \cdots + (x_{1} \cdots x_{n-1})^{p-1}(\partial/\partial x_{n})$$

(where $B = E[x_{1}, \cdots, x_{n}]$, $x_{i}^{p} = 0$, $(y(\partial/\partial x_{i})x_{j} = \delta_{ij}y(i, j = 1, \cdots, n)$). Then $B$ is $d''$-simple [3], $d$ is $K$-and $E$-linear, and $A$ is $d$-simple (just to show that $A$ is differentiably simple, it suffices to use $\{1_{S} \otimes \partial/\partial x_{i} \mid i = 1, \cdots, n\}$). This completes the proof.

In discussing the converse of the Main Theorem it remains to show that $S_{[n]}$ (S simple) has a minimal ideal. Identify $S_{[n]}$ with $S \otimes_{F} B_{n}(Z_{p})$, where
B_n(Z_p) = Z_p[x_1, \ldots, x_n], x_i^p = 0 (i = 1, \ldots, n). Then it is easy to see that $S \otimes (x_1 \cdots x_n)^{p-1}$ is a minimal ideal of $S_{(n)}$ and in fact is contained in every non-zero ideal of $S_{(n)}$.

The following is an example of an algebra $A$ over a ring $K$ such that $A$ is differentiably simple as a ring but not as an algebra over $K$. Let $S$ be a central simple algebra over $Z_p$, $A = S \otimes_{Z_p} B_n(Z_p)$ for some $n > 0$, $K = B_n(Z_p)$, and regard $A$ as a $K$-algebra in the obvious way. Then a derivation of $A$, as a ring, is $K$-linear if and only if it has the form $\sum_i d'_i \otimes b_i$ and $A$, as a $K$-algebra, has $S \otimes (x_1, \ldots, x_n)$ as a proper differential ideal.

8. $D$-semisimple rings

In this section we obtain a $D$-structure theorem which gives an analogue of the part of the Wedderburn-Artin theorem which says that a semisimple artinian ring is a direct sum of simple rings. We state the results for rings; they can be extended to the case of algebras without difficulty.

Let $A$ be a ring and $D$ a set of quasi-derivations of $A$. If $I$ is an ideal of $A$ then the sum of all $D$-ideals of $A$ contained in $I$ is a $D$-ideal of $A$ which we denote by $I_D$. If $I$ is any $D$-ideal of $A$ then $D$ induces a set $D_A/I$ of quasi-derivations of $A/I$, and by a slight imprecision in language we shall speak of $D$-ideals of $A/I$ rather than $D_A/I$-ideals. Similarly if $D$ consists of derivations of $A$ then $D$ induces a set of derivations on $I$, and if $D$ consists of quasi-derivations and $I$ is a direct summand of $A$ then $D$ induces a set of quasi-derivations on $I$; in either case, if $I$ is $(A/I)$-simple we shall also say that $I$ is $D$-simple.

If the ideal $I$ is an intersection $\bigcap M_k$ of ideals of $A$ then it is easy to see that $I_D = \bigcap (M_k)_D$. If $A$ is associative and $R$ is the (Jacobson) radical of $A$ then we call $R_D$ the $D$-radical of $A$. For alternative rings (which of course include all associative rings) the radical $R$ is again taken to be the intersection of the regular maximal left ideals, and $R_D$ is taken to be the $D$-radical. Then again $R$ equals the intersection of the primitive ideals [7] and also is the largest ideal $I$ which is radical in the sense that for every $x$ in $I$ the left ideal generated by $\{yx - y \mid y \in A\}$ contains $x$ (and so in the associative case every $x$ has a quasi-inverse). Thus for alternative rings as well as for associative rings we have two characterizations of the $D$-radical: $R_D$ is the (unique) largest radical $D$-ideal, and $R_D = \bigcap P_D$ where the intersection is over all primitive ideals $P$ of $A$. If $A$ is a finite-dimensional Lie algebra then the radical $R$ is taken to be the (unique) largest solvable ideal, and in a context in which finite-dimensional power-associative algebras are being discussed the radical $R$ is taken to be the (unique) largest nil ideal (this agrees with the
previous definition in the alternative case). In all these cases we call $R_D$ the $D$-radical of $A$ and we say that $A$ is $D$-semisimple if $R_D = 0$. It is easy to see that $A/R_D$ is $D$-semisimple.

We shall use the following dual to Lemma 2.1.

**Lemma 8.1.** Let $H$ be an associative ring, let $M$ be an $H$-module with a maximal submodule $M_1$, and let $D$ be a subset of Hom$(M, M)$ such that $[D, H_M] \subseteq H_M$. If $M_1, \ldots, M_s$ (for some $q \geq 1$) are submodules of $M$ such that $M_1 \supset M_2 \supset \cdots \supset M_q$ and $M_i/M_{i+1} \cong M/M_1$ for $i = 1, \ldots, q - 1$, and if $d \in D$ such that $dM_q \subseteq M_q$, then there is a submodule $M_{q+1}$, with $M_q \supset M_{q+1}$, and an index $j$, $1 \leq j \leq q$, such that $dM_q \subseteq M_{j-1} (M_0 = M), dM_{q+1} \subseteq M_j$, and the mapping $m + M_{q+1} \mapsto dm + M_j (m \in M_q)$ is an isomorphism of $M_q/M_{q+1}$ onto $M_{j-1}M_j$. In particular $M_q/M_{q+1} \cong M/M_1$.

**Proof.** Let $j$ be the largest index ($1 \leq j \leq q$) such that $dM_q \subseteq M_{j-1}$, and let $M_{q+1} = \{m \in M_q | dm \in M_j\}$. As in the proof of Lemma 2.1, the restriction to $M_q$ of the mapping $m \mapsto dm + M_j$ is a homomorphism with image $M_{j-1}/M_j$ and kernel $M_{q+1}$, and thus gives the required isomorphism.

**Theorem 8.2.** Let $I$ be an ideal of a ring $A$, let $D$ be a set of quasi-derivations of $A$, and suppose that $A/I_n$ has DCC on ideals. If $A/I$ is a direct sum of simple rings then $A/I_n$ is a direct sum of $D$-simple rings. In fact if $A/I = S_1 \oplus \cdots \oplus S_k$ $(S_i$ simple) then $A/I_n \cong S_iG_i \oplus \cdots \oplus S_kG_k$ where, for each $i$, $G_i = 1$ or $S_i$ has prime characteristic $p_i$ and $G_i$ is a finite elementary abelian $p_i$-group.

**Proof.** Without loss of generality we may assume that $I_0 = 0$. We first suppose that $A/I$ is simple, and apply Lemma 8.1 with $H = T(A), M = A$ and $M_1 = I$. By DCC the chain of ideals constructed by Lemma 8.1 cannot be extended past some ideal $M_i$. Then $M_i$ is a $D$-ideal and hence $M_i = 0$. Since $(A/I)^2 = A/I, T(A)(M_i/M_{i+1}) = M_i/M_{i+1}$ for $i = 0, 1, \ldots, l - 1, T(A)A = A$, and $A^2 = A$. Also $I$ is nilpotent, as in Lemma 2.2. Since $A$ has a $T(A)$-composition series, any $D$-ideal $L \neq A$ is contained in a maximal ideal $I'$. If $I' \neq I$ then $I + I' = A$ and $A/I' \cong I/I \cap I'$ is nilpotent, contradicting $A^2 = A$. Therefore $I' = I \supset L, L \supset I$, and $A$ is $D$-simple.

Next suppose that $A/I = (L_1/I) \oplus \cdots \oplus (L_k/I)$ where the $L_j$ are ideals of $A$ containing $I$ such that $L_j/I = S_j$ is simple ($k$ is necessarily finite by DCC). For $j = 1, \ldots, k$, let $P_j = \sum_{i \neq j} L_i$. Then $A/P_j \cong (A/I)/(P_j/I) \cong S_j$ is simple, and $A/P_{j0}$ is $D$-simple with unique maximal ideal $P_j$. Moreover $P_{i0} \cap \cdots \cap P_{k0} = (P_1 \cap \cdots \cap P_k)_0 = I_0$. We may choose an index $l \leq k$ and a reordering of the $P_j$ such that $P_{i0} \cap \cdots \cap P_{l0} = I_0$ and such that if $1 \leq j \leq l$ then $M_j = \cap_{i=1, \ldots, l; i \neq j} P_{i0} \neq I_0$. Consider the homomorphism $\tau$ of
A into \((A/P_{\lambda}) \oplus \cdots \oplus (A/P_{\lambda})\) given by \(\tau x = (x + P_{\lambda}, \cdots, x + P_{\lambda})(x \in A)\). This has kernel \(I_\lambda\). Since \(M_j \not\subset P_{\lambda}, P_{\lambda} + M_j = A\). Hence for any \(x + P_{\lambda}, \) there is a \(y\) such that \(\tau y = (0, \cdots, x + P_{\lambda}, \cdots, 0)\). Then \(\tau\) is onto and \(A/I_\lambda \cong (A/P_{\lambda}) \oplus \cdots \oplus (A/P_{\lambda})\). Counting the number of maximal ideals on both sides we get \(l \geq k\), and so \(l = k\). This and the Main Theorem complete the proof.

We remark that the theorem would be false without the assumption of DCC on ideals, as is shown by the following example. \(A = F[x] (F \text{ a field of characteristic } 0)\), \(I = (1 + x), D = \{x(\partial/\partial x)\}\), where \(I_\lambda = 0\) but \((x)\) is a \(D\)-ideal.

**Corollary 8.3.** Let \(A\) be an (associative or) alternative ring with DCC on ideals and with radical \(R\), and let \(D\) be a set of quasi-derivations on \(A\). If \(A\) is \(D\)-semisimple and \(A/R\) has DCC on left ideals then \(A\) is a direct sum of \(D\)-simple rings.

**Proof.** \(A/R\) is a subdirect sum of primitive rings which are either associative or Cayley rings [7]. Since \(A/R\) is artinian it is a finite direct sum of simple rings by the same argument as in the associative case. Hence Theorem 8.2 gives the result.

We now discuss a similar result for an important class of power-associative rings, the flexible rings. A ring \(A\) is called flexible if \((xy)x = x(yx)\) for all \(x, y\) in \(A\). Oehmke [10] proved that a finite-dimensional semisimple flexible strictly power-associative algebra over a field of characteristic \(\neq 2, 3\) is a direct sum of simple algebras with a unit element. Using Theorem 8.2 we now give a new proof of this result, extending it to include the characteristic 3 case as well as generalizing it to a result on \(D\)-semisimple algebras. In giving this result we make use of the following definitions and facts. Let \(A\) be an algebra over a field of characteristic \(\neq 2\). Then \(A^+\) denotes the algebra with the same underlying vector space as \(A\) and with new multiplication \(x \cdot y = (1/2)(xy + yx)\). For each \(x\) in \(A\) let \(d_x\) be the mapping of \(A\) into \(A\) defined by \(d_x y = [x, y] (y \in A)\). A direct verification shows that each \(d_x\) is a derivation of \(A^+\) if (and only if) \(A\) is flexible. Obviously a subspace of \(A\) is an ideal of \(A\) if and only if it is a \(\{d_x | x \in A\}\)-ideal of \(A^+\).

**Corollary 8.4.** Let \(A\) be a finite-dimensional power-associative algebra over a field of characteristic \(\neq 2\), with nilradical \(R\) and with a given (possibly empty) set \(D\) of quasi-derivations, and suppose that \(A\) is \(D\)-semisimple. If \(A/R\) is flexible and strictly power-associative then \(A\) is direct sum of \(D\)-simple algebras (and is flexible, strictly power-associative and has a unit element). If \(A\) has a trace form then again \(A\) is a direct sum of \(D\)-simple algebras (and at characteristic \(\neq 5\) is a non-commutative Jordan algebra).
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PROOF. The trace form case follows immediately from Theorem 8.2 and Albert's theorem on trace forms [13, p. 136]. Also when \( A/R \) is commutative the result holds by Theorem 8.2 and the fact [2, 8] that semisimple commutative strictly power-associative algebras are direct sums of simple algebras with a unit element (if \( S \) has unit element then so does \( SG \)) (the strictness of the power-associativity is relevant only at characteristics 3 and 5). Now suppose that \( A/R \) is flexible and strictly power-associative. Then \( (A/R)^+ \) is commutative and strictly power-associative. Also \( (A/R)^+ \) has no non-zero nil \( \{d_x \mid x \in A/R\} \)-ideal. By the just proved commutative case, \( (A/R)^+ \) is a direct sum of \( \{d_x \mid x \in A/R\} \)-simple ideals which have a unit element. These ideals of \( (A/R)^+ \) are also simple ideals of \( A/R \), and the unit element of \( (A/R)^+ \) is also the unit element of \( A/R \); this latter fact follows quickly from the flexible law, as in [4], or, using power-associativity, from an idempotent decomposition. We may now apply Theorem 8.2 to get the desired result. This completes the proof.

The decomposition of a \( D \)-semisimple ring into \( D \)-simple ideals can also be proved easily in the finite-dimensional associative case by using the minimal \( D \)-ideals. Before discovering the present version of Theorem 8.2 the author had used the minimal rather than maximal ideals to give a proof of Theorem 8.2 in the case when \( A \) is a finite-dimensional power-associative algebra and the \( S_i \) have a unit element. This also gave Corollaries 8.3 and 8.4. This was announced briefly in [5]. After [5] was submitted, the author received from T.S. Ravisankar, of Madras, India, a copy of a recent manuscript which gives a proof, different from the author's, that if a finite-dimensional flexible strictly power-associative algebra of characteristic \( \neq 2, 3 \) is \( D \)-semisimple (\( D \) a set of derivations) then it satisfies the conclusion of the first part of Corollary 8.4. He also establishes in another proof the trace form case (again excluding characteristic 3).

While discussing semisimple flexible algebras we also mention the deeper question of determining the structure of \( A^+ \) for a simple flexible algebra \( A \) (of characteristic \( \neq 2 \)). This was answered by the author [4] in the finite-dimensional case as an application of the Main Theorem of the present paper. Aside from giving a uniform proof of the various special cases proved by a number of authors (see [4]), this solved the previously unsettled degree 2 characteristic \( p \) case, included as well consideration of nil simple algebras, and showed that the result does not depend on power-associativity. Since the Main Theorem has now been proved in a more general form than when [4] was written, we now have the following form of the result on simple flexible rings.
THEOREM 8.5. Let $A$ be a simple flexible ring of characteristic $\neq 2$. If $A$ is not anti-commutative and if $A^+$ has a minimal ideal, then either $A^+$ is simple or the characteristic is prime and $A^+ \cong B_n(E)$ for some $n > 0$ and some field $E$ containing the centroid of $A$.

The proof is essentially the same as for the finite-dimensional case in [4]. Since $A^+$ is differentiably simple, the Main Theorem implies that if $A^+$ is not simple then the characteristic is prime and there is a commutative simple ring $S$ such that $A^+ \cong S_{[n]}$ for some $n > 0$. The problem then is to show that $S$ must be associative, and this may be done by showing that $S = E1$ where $E = C(S)$; for the details of the proof of this, see [4].

9. Semisimple Lie algebras

In this final section we apply the Main Theorem to the study of the structure of finite dimensional semisimple Lie algebras of characteristic $p$. The reason that this can be done is that in a Lie algebra $L$ a non-abelian ideal $M$ is minimal if and only if $M$ is $(\text{ad}_LL)$-simple. We begin with a preliminary result on the relation between $L$ and its minimal ideals. All the Lie algebras considered are assumed to be finite-dimensional over a field. For any Lie algebra $L$ we write $\text{ider} L$ for the Lie algebra of inner derivations of $L$, i.e., $\text{ider} L = \{\text{ad}x \mid x \in L\}$.

LEMMA 9.1. Let $D$ be a set of derivations of a finite-dimensional Lie algebra $L$ and suppose that $L$ is $D$-semisimple. Then $L$ has only finitely many minimal $D$-ideals, say $L_1, \ldots, L_r$, their sum $M$ is direct, each $L_i$ is $(D \cup \text{ider} L)$-simple, the mapping $x \mapsto \text{ad}_L x (x \in L)$ is an isomorphism of $L$ onto a subalgebra of $\text{der} M$ containing $\text{ider} M$, and the mapping $d \mapsto d \mid M$ ($d \in D$) of $\text{der} M$ is one-one.

PROOF. Without loss of generality we may assume that $D$ is a subalgebra of $\text{der} L$ containing $\text{ider} L$. Since $L$ is centerless we may identify $L$ with $\text{ider} L$ and thus since $[d, \text{ad}_L x] = \text{ad}_L (dx)$ we may assume that $L$ is an ideal of $D$ with 0 centralizer in $D$. Then it follows that the $D$-ideals of $L$ are exactly the ideals of $D$ contained in $L$, and $D$ is semisimple. Therefore by replacing $L$ by $D$ it will suffice to prove the result when $L$ is semi-simple and $D = \text{ider} L$. With these assumptions, let $M = L_1 + \cdots + L_r$ be a maximal direct sum of minimal ideals of $L$. Then $M$ contains every minimal ideal of $L$, the annihilator in $L$ of $M$ contains no minimal ideal of $L$ (since any such would be abelian) and so is 0, and hence $x \mapsto \text{ad}_M x$ is an isomorphism of $L$ into $\text{der} M$. The remaining conclusions follow easily. This completes the proof.
In the case in which \( D = \text{der} \, L \), the results of Lemma 9.1, except for the final statement, are due to Seligman [16], but the proof given here is shorter.

**Corollary 9.2.** Let \( L \) be a finite-dimensional semisimple Lie algebra with a set \( D \) of derivations. Then any minimal \( D \)-ideal of \( L \) is a minimal ideal of \( L \).

**Proof.** A minimal \( D \)-ideal is differentiably simple and so any ideal of \( L \) properly contained in it is nilpotent and hence 0.

We call the sum of the minimal ideals of a Lie algebra \( L \) the socle of \( L \), and if \( D \) is a set of derivations of \( L \) we call the sum of the minimal \( D \)-ideals of \( L \) the \( D \)-socle of \( L \). Thus if \( L \) is semisimple the \( D \)-socle equals the socle.

The determination of the differentiably simple algebras and their derivation algebras leads quickly via Lemm 9.1 to the following description of all the semisimple Lie algebras (and their derivations) in terms of the socle.

Let \( S_1, \ldots, S_r \) be simple Lie algebras over a field \( F \) of characteristic \( p \), and let \( n_1, \ldots, n_r \) be non-negative integers (not necessarily distinct). Write
\[
S = \bigoplus_{i=1}^r S_i \otimes B_i
\]
where \( B_i \) denotes \( B_{n_i}(F) \) and \( B_i = F \) if \( n_i = 0 \) (all algebras and tensor products considered here are over \( F \)), and identify \( S \) with \( \text{inder} \, S \), so that
\[
S = \text{inder} \, S = \bigoplus_{i=1}^r (\text{inder} \, S_i) \otimes B_i
\subseteq \text{der} \, S = \bigoplus_{i=1}^r ((\text{der} \, S_i) \otimes B_i + \Gamma_i \otimes \text{der} \, B_i)
\]
where \( \Gamma_i \) denotes the centroid of \( S_i \). Now let \( L \) be any subalgebra of \( \text{der} \, S \) containing \( S \) (hence \( L \) is uniquely determined by a subalgebra of\( \bigoplus_{i=1}^r ((\text{outer} \, S_i) \otimes B_i + \Gamma_i \otimes \text{der} \, B_i) \)). For \( i = 1, \ldots, r \) let \( L_i \) denote the set of components in \( \text{der} \, (S_i \otimes B_i) \) of elements of \( L \), and if \( S \) is central, so that \( \text{der} \, (S_i \otimes B_i) = (\text{der} \, S_i) \otimes B_i + 1_{S_i} \otimes \text{der} \, B_i \), let \( L_{B_i} \) denote the set of components in \( \text{der} \, B_i \) of elements of \( L_i \) (in the terminology of §7).

**Theorem 9.3.** Every finite-dimensional semisimple Lie algebra of prime characteristic is isomorphic to one of the algebras \( L \) just constructed, and the semisimple algebra uniquely determines \( r \) and the pairs \( (S_i, n_i) \), \( i = 1, \ldots, r \), up to isomorphism and reordering. The algebra \( L \) constructed is semisimple if and only if \( S_i \otimes B_i \) is \( L \)-simple (which when \( S_i \) is central is equivalent to \( B_i \) being \( L_{B_i} \)-simple) for \( i = 1, \ldots, r \). The mapping \( x \mapsto \text{ad}_i \, x \) \( (x \in N_{\text{der} \, S} \, L) \) is an isomorphism of the normalizer of \( L \) in \( \text{der} \, S \) onto \( \text{der} \, L \). The same results hold with differentiably semisimple in place of semisimple provided the condition on \( L_i \) (or \( L_{B_i} \)) is replaced by the same condition on \((N_{\text{der} \, S} \, L)_i \) (or \((N_{\text{der} \, S} \, L)_{B_i} \))

**Proof.** By Lemma 9.1 any semisimple algebra with socle \( M \) is isomorphic
to a subalgebra of der $M$ containing ideal $M$, and by the Main Theorem $M$ is isomorphic to some $S$ of the above form for suitable pairs $(S_i, n_i)$, these being essentially uniquely determined by $M$. This gives the first sentence. The ideal $S_i \otimes B_i$ of $L$ is minimal if and only if it is $L$-simple, or equivalently $L_{L_i}$-simple, and when $S_i$ is central this is equivalent to $B_i$ being $L_{B_i}$-simple. Since the centralizer of $S$ in $L$ is 0, every minimal ideal of $L$ is contained in $S$. Hence if each $S_i \otimes B_i$ is minimal then $L$ is semisimple. Conversely if $L$ is semisimple then each $S_i \otimes B_i$ is minimal because any ideal of $L$ properly contained in $S_i \otimes B_i$ would also be a proper ideal of $S_i \otimes B_i$ and hence nilpotent. This proves the second sentence. The mapping $\tau$ defined by $\tau x = \text{ad}_L x (x \in N_{der} S L)$ is a homomorphism into der $L$. If $\text{ad}_L x = 0$ then $\text{ad}_S x = 0$ and $x = 0$. Hence $\tau$ is one-one. Suppose $d \in \text{der} L$ and let $x$ be the unique element of der $S$ such that $x(s) = [x, s] = d(s)$ $(s \in S)$. If $y \in L$ and $s \in S$ then

$$(dy)(s) = [dy, s] = -[y, ds] + d[y, s] = -[y, [x, s]] + [x, [y, s]] = [x, y](s).$$

Hence $d = \text{ad}_L x, x \in N_{der} S L$ and $\tau$ is onto. The final statement may be proved the same as the first two by replacing semisimple, socle, ideal by differentiably semisimple, etc., and $L$-simple by (der $L$)-simple, using the characterization of der $L$ just obtained. This completes the proof.

**Corollary 9.4.** Let $F$ be a field of characteristic $p$. If every simple Lie algebra over $F$ of dimension $\leq m$ has all its derivations inner then every semisimple Lie algebra over $F$ of dimension $\leq \min \{m + 1, 3p\}$ is a direct sum of simple algebras.

This is an immediate consequence of Theorem 9.3, and gives a generalization of Kostrikin's result [9] that a semisimple Lie algebra of dimension $< p$ over an algebraically closed field of characteristic $p > 5$ is a direct sum of simple algebras (of classical type). On the other hand, Theorem 9.3 shows that starting from a 3-dimensional central simple Lie algebra over $F$, we can construct a semisimple Lie algebra of dimension $3p + 1$ and a perfect semisimple Lie algebra of dimension $4p$, neither of which is a direct sum of simple algebras.
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