WELL-POSEDNESS OF THE 2D EULER EQUATIONS WHEN
VELOCITY GROWS AT INFINITY

ELAINE COZZI AND JAMES P KELLIHER

ABSTRACT. We prove the uniqueness and finite-time existence of bounded-vorticity solutions
to the 2D Euler equations having velocity growing slower than the square root of the distance
from the origin, obtaining global existence for more slowly growing velocity fields. We also
establish continuous dependence on initial data.
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1. INTRODUCTION

In [15], Ph. Serfati proved the existence and uniqueness of Lagrangian solutions to the 2D
Euler equations having bounded vorticity and bounded velocity (for a rigorous proof, see [1]).
Our goal here is to discover how rapidly the velocity at infinity can grow (keeping the vorticity
bounded) and still obtain existence or uniqueness of solutions to the 2D Euler equations.

Serfati’s approach in [15] centered around a novel identity he showed held for bounded
vorticity, bounded velocity solutions. We write this identity, which we call Serfati’s identity
or the Serfati identity, in the form

W (t) — (u0) = (anK7) * (w(t) — °) — /Ot (VVJ‘ [(1- aA)KjD *(u@u)(s)ds,  (1.1)

j = 1,2. Here, u is a divergence-free velocity field, with w = curl u := 9 u® —dyu! its vorticity,
and K(z) := (2r) 'zt |2| 7% is the Biot-Savart kernel, z+ := (—x9,#;). The function ay,
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A > 0, is a scaled radial cutoff function (see Definition 1.3). Also, we have used the notation,

vrw = vt ¥ w if v and w are vector fields,
Ax- B = AY x BY if A, B are matrix-valued functions on R2,

where x denotes convolution and where repeated indices imply summation.

The Biot-Savart law, u = K xw, recovers the unique divergence-free vector field u decaying
at infinity from its vorticity (scalar curl) w. It does not apply to bounded vorticity, bounded
velocity solutions—indeed this is the greatest difficulty to overcome with such solutions—but
because of the manner in which a) cuts off the Biot-Savart kernel in (1.1), we see that all the
terms in Serfati’s identity are finite. In fact, there is room for growth at infinity both in the
vorticity and the velocity, though to avoid excessive complications, we only treat growth in
the velocity. Because VV* [(1 — a))K7 ()] decays like |z|~3, we see that as long as |u(z)|
grows more slowly than |z|'/2, all the terms in (1.1) will at least be finite.

In brief, we will establish uniqueness of solutions having o(|z|'/?) growth along with finite-
time existence. We will obtain global existence only for much more slowly growing velocity
fields.

To give a precise statement of our results, we must first describe the manner in which
we prescribe the growth of the velocity field at infinity and give our formulation of a weak
solution, including the function spaces in which the solution is to lie.

In what follows, an increasing function means nondecreasing; that is, not necessarily
strictly increasing.

We define four types of increasingly restrictive bounds on the growth of the velocity, as
follows:

Definition 1.1. [Growth bounds/

(i) A pre-growth bound is a function h: [0,00) — (0,00) that is concave, increasing, differ-
entiable on [0,00), and twice continuously differentiable on (0, 00).
(ii) A growth bound h is a pre-growth bound for which ffo h(s)s™2ds < oco.
(iii) A well-posedness growth bound h is a growth bound for which h? is also a growth bound.
(iv) Let h be a well-posedness growth bound and define H[h]: (0,00) — (0,00) by

HIB(r) = / TR (1.2)

g2

noting that the condition in (ii) insures H[h] and H[h?] are well-defined. We show in
Lemma 2.5 that there always exists a continuous, convex function p with p(0) =0 for
which

E(r) = (1 + 3 HIRY (r%))Qr < plr).

We call h a global well-posedness growth bound if for some such p,

 dr
/1 ) = 00. (1.3)

Definition 1.2. Let h be a growth bound. We denote by Sy, the Banach space of all divergence-
free vector fields, u, on R? for which u/h and w(u) are bounded, where w(u) := du® — Gaul
is the vorticity. We endow Sy with the norm

[ulls, = llw/hll oo + llw(w)l| o -
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Definition 1.3 (Radial cutoff function). Let a be a radially symmetric function in C°(R?)

taking values in [0, 1], supported in B1(0), with a = 1 on By/5(0). (By B,(z) we mean the
open ball of radius r centered at x.) We call any such function a radial cutoff function. For

any A > 0 define
x
ax(z) :=a (X) .

Definition 1.4 (Lagrangian solution). Fiz T > 0 and let h be a growth bound. Assume that
u € C(0,T;Sy), let w = curlu := u® — doul, and let X be the unique flow map for u. We
say that u is a solution to the Euler equations in Sy without forcing and with initial velocity
u® = ul—g in Sy if the following conditions hold:

(1) w=w’o X1 on [0,T] x R%, where w® := curlu?;

(2) Serfati’s identity (1.1) holds for all X > 0.

The existence and uniqueness of the flow map X in Definition 1.4 is assured by u €
C([0,T7]; Sp) (see Lemma 4.1). It also then follows easily that the vorticity equation, O;w +
u - Vw = 0, holds in the sense of distributions—so u is also a weak Eulerian solution.

Our assumption that Serfati’s identity holds in Definition 1.4 is needed in order to establish
uniqueness of solutions. We discuss this necessity in more depth in the paragraphs following
Corollary 1.8.

Our main results are Theorem 1.5 through Theorem 1.10.

Theorem 1.5. Let hi(r) := (1+7)% for some o € [0,1/2), ha(r) := logi(e—l—r). Ifu’ € Sy,
J =1 or 2, then there erists a unique solution to the Euler equations in Sp; on [0,T] as in
Definition 1./ for some T > 0. If u® € Sy, then T can be made arbitrarily large.

Loosely speaking, Theorem 1.5 says that solutions in S, are unique and exist for finite
time as long as h? is sublinear, while global-in-time solutions exist for velocities growing very
slowly at infinity. These slowly growing velocities are somewhat analogous to the “slightly
unbounded” vorticities of Yudovich [18], which extends the uniqueness result for bounded
vorticities in [17]. We note that the existence of solutions for hs was shown in [5] using
different techniques.

We will, in fact, prove more general existence and uniqueness theorems which include
Theorem 1.5 as a special case. Specifically, in Theorem 1.6 and Theorem 1.7 below, we
establish existence and uniqueness for solutions to the Fuler equations in Sy, where h is any
well-posedness growth bound. We show that Theorem 1.5 is a special case of Theorem 1.6 and
Theorem 1.7 by demonstrating in Appendix A that hy and he actually satisfy the pertinent
conditions in Definition 1.1.

Theorem 1.6. Let h be any well-posedness growth bound. For any u® € Sy, there is a T > 0
such that there exists a solution to the Euler equations in Sy on [0,T] as in Definition 1./.
If h is a global well-posedness growth bound then T can be chosen to be arbitrarily large.

Theorem 1.7. Let h be any well-posedness growth bound and let { > h be any growth
bound for which (/h and Ch are also growth bounds. Let ul,ud € Sy and let w9, w3 be
the corresponding initial vorticities. Assume that there exist solutions, ui, ue, to the Euler
equations in Sp on [0,T] with initial velocities u(l), ug, and let wi,wy and X1, Xo be the
corresponding vorticities and flow maps. Let

a(T) = ||(u} = u3)/Cll Lo (g2) + 19/¢ N poo o,y xr2) » (1.4)
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where

J(t,x) = ((an@) K) * (@} —w)) o X771 (1)) () = ((an(@) K) * () —wd)) (Xa(t,2)).  (1.5)
Define

I Xt x) — Xo(t, )
o) = |2 .
e (t, Xt @) — ua(t, Xo(t, x))
o= ¢(z) Lo @)
t
M(t) := /0 L(s) ds,
Q1) == [[(ur (t) — u2(t) /Sl Lo g2y -
Then n(t) < M(t) and
/M(t) L <C(T)t (1.6)
tacry A(C(T)r)+r —

for allt € [0,T], where

I 1.7
a et if r>e L. (1.7)

—rlogr ifr<el,
(r) =

We have M(T) — 0 and ||Q|| (o) = 0 as a(T") — 0. Exzplicitly,

—c(T)t

M(t) < (ta(T))"
holds until M(t) increases to C(T)e~t. If ta(T) > C(T)e™! then
M(t) < C(T)ta(T).
For allt > 0, we have
Q(t) < [a(T) + C(T)E(C(T) M (1)) .
Uniqueness is an immediate corollary of Theorem 1.7:

Corollary 1.8. Let h be any well-posedness growth bound. Then solutions to the 2D FEuler
equations on [0,T] in Sy, are unique.

Proof. Apply Theorem 1.7 with u! = 4§ = u(0) so that a(T) = 0 and set ¢ = h, noting that
¢/h =1 and Ch = h? are both growth bounds. O

We remark that we must assume Serfati’s identity holds in Definition 1.4 if we wish to have
uniqueness of solutions. This is demonstrated in [11], where it is shown that for bounded
vorticity, bounded velocity solutions, Serfati’s identity must hold—up to the addition of a
time-varying, constant-in-space vector field. This vector field, then, serves as the uniqueness
criterion; its vanishing is equivalent to the sublinear growth of the pressure (used as the
uniqueness criterion in [16]).

Bounded vorticity, bounded velocity solutions are a special case of the solutions we consider
here, but the technology developed in [11] does not easily extend to velocities growing at
infinity. Hence, we are unable to dispense with our assumption that the Serfati identity
holds, as we need it as our uniqueness criterion.
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Another closely related issue is that we are using Lagrangian solutions to the Euler equa-
tions, as we need to use the flow map in our uniqueness argument (with Serfati’s identity).
We note that it is not sufficient to simply know that the vorticity equation, O;w + u-Vw = 0,
is satisfied. This tells us that the vorticity is transported, in a weak sense, by the unique
flow map X, but we need that this weak transport equation has w®(X ~1(¢,z)) as its unique
solution. Only then can we conclude that the curl of u truly is w®(X (¢, z)). (For bounded
velocity, bounded vorticity solutions, the transport estimate from [3] in Proposition 8.7 would
be enough to obtain this uniqueness.)

The usual way to establish well-posedness of Eulerian solutions to the 2D Euler equations is
to construct Lagrangian solutions (which are automatically Eulerian) and then prove unique-
ness using the Eulerian formulation only. Such an approach works for bounded vorticity,
bounded velocity solutions, as uniqueness using the Eulerian formulation was shown in [16]
(see also [7]). Whether this can be extended to the solutions we study here is a subject for
future work.

If u§ # u9 then a(T") does not vanish. If u{,u3 € S, for some well-posedness growth bound
h, and u? — u§ is small in S}, we might expect ||uq(t) — us(t)|g, to remain small at least for
some time. The S; norm, however, includes the L> norm of wy (t) —wsa(t), with each vorticity
being transported by different flow maps. Hence, we should expect |lwi(t) — wa(t)||; to be
of the same order as [|w;(t)|,;«, j = 1,2, immediately after time zero. Thus, it is too
much to ask for continuous dependence on initial data in the S norm. In this regard, the
situation is the same as for the classical bounded-vorticity solutions of Yudovich [17], and
has nothing to do with lack of decay at infinity. The best we can hope to obtain is a bound
on (up(t) —wua(t))/¢ in L*°—and so, by interpolation, in C* for all o < 1.

To obtain continuous dependence on initial data or control how changes at a distance
from the origin affect the solution near the origin (effect at a distance, for short), we can
employ the bound on @ in Theorem 1.7 to obtain a bound on how far apart the two solutions
become, weighted by (. For continuous dependence on initial data, ( = h is most immediately
pertinent; for controlling effect at a distance, { > h is better.

The simplest form of continuous dependence on initial data, which follows from Theo-
rem 1.9 applied to Theorem 1.7, shows that if the initial velocities are close in S¢ then they
remain close (in a weighted L space) for some time.

Theorem 1.9. Make the assumptions in Theorem 1.7. Then

a(T) < C Hu(l) - u%HS( .

While Theorem 1.9 gives a theoretically meaningful measure of continuous dependence
on initial data, the assumption that the initial velocities are close in S¢ is overstrong. For
instance, it would not apply to two vortex patches that do not quite coincide. One approach,
motivated in part by this vortex patch example, is to make some assumption on the closeness
of the initial vorticities locally uniformly in an L? norm for p < oo, as was done in [16, 1].
This assumption is, however, unnecessary (and in our setting somewhat artificial) as shown
for the special case of bounded velocity (h = 1) in [7].

In [7], the focus was not on continuous dependence on initial data, per se, but rather
on understanding the effect at a distance. Hence, we used a function, ((r) = (1 4+ r)?
for any a € (0,1), in place of h and obtained a bound on (ui(t) — u2(t))/¢ in terms of
(ul —uY)/¢, each in the L norm. In Theorem 1.10, we obtain a similar bound using very
different techniques. Our need to assume bounded velocity (h = 1) arises from our inability to
obtain usable transport estimates for non-Lipschitz vector fields growing at infinity. It is not
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clear whether this is only a technical issue or represents some fundamental new phenomenon
causing unbounded velocities to have less stability, in the sense of effect at a distance, than
bounded velocities. (See Remark 7.2.)

Theorem 1.10. Let u?,u3 € Sy and let ¢ be a growth bound. Let uy, ug be the corresponding
solutions in Sy on [0, T with initial velocities u, u3. Fiz§, o with0 < § < o < 1 and choose
any T* > 0 such that

1
T* < min {T, C—gf} , (1.8)
where
Co = HUIHLOO(O,T;Sl)- (1.9)
Then
w0 — 0110
a(T*) < C1®, | T, C || L+—2 : (1.10)
¢ g
where,
efCOt
D, (t, 1) :=x + pote O, (1.11)

Remark 1.11. To obtain a bound on a(T'), we iterate the bound in (1.10) N times, where
T = NT* (decreasing T* if necessary so as to obtain the minimum possible positive integer
N), applying the bound on Q(t) from Theorem 1.7 after each step. Since T* depends only
upon Cy, which does not change, we can always iterate this way. In principle, the resulting
bound can be made explicit, at least for sufficiently small a(T).

The bound on u; — ug given by the combination of Theorems 1.7 and 1.10 is not optimal,
primarily because we could use an L'-in-time bound on J(t,) in place of the L*°-in-time
bound. (This would also be reflected in the bound on a(7™) in (1.10).) This would not
improve the bounds sufficiently, however, to justify the considerable complications to the
proofs.

The issue of well-posedness of solutions to the 2D Euler equations with bounded vorticity
but velocities growing at infinity was taken up recently by Elgindi and Jeong in [8]. They
prove existence and uniqueness of such solutions for velocity fields growing linearly at infinity
under the assumption that the vorticity has m-fold symmetry for m > 3. We study here
solutions with no preferred symmetry, and our approach is very different; nonetheless, aspects
of our uniqueness argument were influenced by Elgindi’s and Jeong’s work. In particular, the
manner in which they first obtain elementary but useful bounds on the flow map inspired
Lemma 4.2, and the bound in Proposition 3.3 is the analog of Lemma 2.8 of [8] (obtained
differently under different assumptions).

Finally, we remark that it would be natural to combine the approach in [8] with our
approach here to address the case of two-fold symmetric vorticities (m = 2). The goal
would be to obtain Elgindi’s and Jeong’s result, but for velocities growing infinitesimally less
than linearly at infinity. A similar argument might also work for solutions to the 2D Euler
equations in a half plane having sublinear growth at infinity.

This paper is organized as follows: Sections 2 to 4 contain preliminary material establishing
useful properties of growth bounds, estimates on the Biot-Savart law and locally log-Lipschitz
velocity fields, and bounds on flow maps for velocity fields growing at infinity. We establish the
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existence of solutions, Theorem 1.6, in Section 5. We prove Theorem 1.7 in Section 6, thereby
establishing the uniqueness of solutions, Corollary 1.8. In Section 7, we prove Theorems 1.9
and 1.10, establishing continuous dependence on initial data and controlling the effect of
changes at a distance.

In Section 8, we employ Littlewood-Paley theory to establish estimates in negative Holder
spaces for u € L*(0,T;S57). These estimates are used in the proof of Theorem 1.10 in
Section 7.

Finally, in Appendix A we show that h1 and hs of Theorem 1.5 are, in fact, well-posedness
growth bounds, ho globally so, thereby establishing Theorem 1.5 as a corollary of Theorem 1.6
and Corollary 1.8.

2. PROPERTIES OF GROWTH BOUNDS
We establish in this section a number of properties of growth bounds.
Definition 2.1. We say that f: [0,00) — [0,00) is subadditive if

flr+s) < f(r)+ f(s) forall r,s > 0. (2.1)
Lemma 2.2. Let h be a pre-growth bound. Then h is subadditive, as is h* if h is a well-

posedness growth bound. Also, h(r) < cr + d with ¢ = W' (0), d = h(0), and the analogous
statement holds for h? when h is a well-posedness growth bound.

Proof. Because h is concave with h(0) > 0, we have
ah(xz) < ah(z) 4+ (1 —a)h(0) < h(azx + (1 — a)0) = h(az)
for all x > 0 and a € [0,1]. We apply this twice with x =r+s >0 and a = r/(r + s), giving
h(r+s)=ah(r+s)+ (1 —a)h(r+s) <h(a(r+s))+h((1—a)(r+s)) = h(r)+ h(s).
Because h'(0) < oo and h is concave we also have h(r) < c¢r + d. The facts regarding h?

follow in the same way. 0

Lemma 2.3 gives the existence of the function p promised in Definition 1.1. A p that yields
a tighter bound on F < p will result in a longer existence time estimate for solutions, as we
can see from the application of Lemma 5.1 in the proof of Theorem 1.6. The estimate we
give in Lemma 2.3 is very loose; in specific cases, this bound can be much improved.

Lemma 2.3. Let h be a well-posedness growth bound. There exists a continuous, convex

function p with 1(0) = 0 for which E < pu, where E is as in Definition 1.1.

Proof. Since h(0) > 0, H(r) := H[h?](r) — oo as r — 0F. Hence, L’Hospital’s rule gives
H(r) H'(r) h2(r)r=2

lim rH(r) = lim —~ = — lim = lim 5
r—0+ r—0t 17 r—0t T r—0t T

It follows that T%H(T‘%
rEH(E))? < (14 Cr3)

= h3(0).

) < C for r € (0,1). Then, since H decreases, we see that (1 +
2<2(1+Cr) <C(1+7). Hence, we can use u(r) = Cr(1+7). O

Remark 2.4. Abusing notation, we will often write h(x) for h(|x|), treating h as a map from
R? to R. Treated this way, h remains subadditive in the sense that

h(y) = h(lyl) < hllz =yl + [z]) < bz —y]) + h(lz]) = Az = y) + h(z).

Here, we used the triangle inequality and that h: [0,00) — (0,00) is increasing and subaddi-
tive. Similarly, |h(y) — h(z)| < h(z — y).
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Lemma 2.5. Let h be a pre-growth bound as in Definition 1.1. Then for alla > 1 andr > 0,
h(ar) < 2ah(r) (2.2)
and
h(ah(r)) < C(h)ah(r),
h(h(r))/h(r) < C(h)
where C'(h) = 2(h'(0) + h(h(0))/h(0)).
Proof. To prove (2.2), we will show first that for any positive integer n and any r > 0,
h(nr) < nh(r). (2.4)

For n =1, (2.4) trivially holds, so assume that (2.4) holds for n — 1 > 1. Then because h is
subadditive (Lemma 2.2),

h(nr) =h((n —1)r+7r) < h((n—1)r)+ h(r) < (n—1)h(r) + h(r) = nh(r).

Thus, (2.4) follows for all positive integers n by induction.
If a = n+ « for some a € [0,1) then

h(ar) = h(nr + ar) < h(nr) + h(ar) < nh(r) + h(r) = (n 4+ 1)h(r)

(2.3)

n—+1 n—+1 n—+1
= + a)h(r) = h(r) <s h(r) < 2ah
P )h() = T ran(r) < sup |22 anr) < 2ah(r)
(Note that the supremum is over n > 1 since we assumed that a > 1.)

1.
For (2.3)1, let ¢ = h/(0), d = h(0) as in Lemma 2.2, so that h(r) < cr + d. Then,

h(d
h(ah(r)) < h(acr + ad) < h(acr) + h(ad) < 2a(ch(r) + h(d)) < 2 <c + hEOD ah(r),
which is (2.3);. From this, (2.3)2 follows immediately. O
In Section 6 we will employ the functions, I';, F;: [0, 00) — (0, 00), defined for any ¢ € [0, T
in terms of an arbitrary growth bound A by

Le(a) gy
= Ot 2.
| (25)
Fi(a) = Fi[h](a) := h(T¢(a)). (2.6)
We know that I'; and so F; are well-defined, because
 dr * 1
/1 h(r)/l cr+dr > 27)

recalling that h(r) < cr + d by Lemma 2.2.

Remark 2.6. If h(0) were zero, then T'y would be the bound at time t on the spatial modulus
of continuity of the flow map for a velocity field having h as its modulus of continuity. Much is
known about properties of I'y (they are explored at length in [10]), and most of these properties
are unaffected by h(0) being positive. One key difference, however, is that T't(0) > 0 and
I;(0) < co. As we will see in Lemma 2.7, this implies that Ty is subadditive. This is in
contrast to what happens when h(0) = 0, where T'y(0) = 0, T'}(0) = oo, and T' satisfies the
Osgood condition.

Lemma 2.7 shows that F} is a growth bound that is equivalent to h in that it is bounded
above and below by constant multiples of h.
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Lemma 2.7. Assume that h is a (well-posedness, global well-posedness) growth bound and
define F; as in (2.6). For allt € [0,T], F; is a (well-posedness, global well-posedness) growth
bound as in Definition 1.1. Moreover, Fy(r) is increasing in t and r with h < Fy < C(t)h,
C(t) increasing with time.

Proof. First observe that T'j(r) = h(Ty(r))/h(r) follows from differentiating both sides of
(2.5). Thus, Ty is increasing and continuously differentiable on (0,00). Since I'}(0) =
h(T't(0))/h(0) > 1 is finite, T} is, in fact, differentiable on [0, 00). Also, F}(0) = h'(T'+(0))T';(0)
is finite and hence so is (F?)'(0), meaning that F; and F? are differentiable on all of [0, co).

We now show that F} is increasing, concave, and twice differentiable on (0, 00), and that
the same holds true for F? if h is a well-posedness growth bound. We do this explicitly for
F?, the proof for F; being slightly simpler. Direct calculation gives

(F2) (r) = (B (@u(r))Ty(r), - (FR)"(r) = (h)"(Tu(r))(T1(r))* + (h) (Co(r))T ().

But (h?)" > 0 and (h?)” < 0 because h? is increasing and concave. Also, h concave implies
that T'y is concave: this is classical (see Lemma 8.3 of [10] for a proof). Hence, I/ < 0, and
we conclude that (F?2)” < 0, meaning that F? is concave.

We now show that h < F; < C(t)h. We have Fy(r) = h(T'y(r)) > h(r) since T'y(r) > r
and h is increasing. Because F; is concave it is sublinear, so Fy(r) < ¢'r + d' for some ¢, d’
increasing in time. Hence,

Fi(r) = h(Te(r)) < h(dr+d') <2dh(r) + h(d') < (2 + h(d")/h(0))h(r).
Here, we used Lemma 2.5 (we increase ¢ so that ¢/ > 1 if necessary) and that h increasing
gives h(d") < (h(d')/h(0))h(r). Hence, h < Fy < C(t)h, with C(t) increasing with time.
Finally, if h is a global well-posedness growth bound then C(t)u serves as a bound on the
function E of Definition 1.1 for Fj. ]

Lemma 2.8. Assume that h is a growth bound and let g :== 1/h. Then g is a decreasing
convez: function; in particular, |g'| is decreasing. Moreover

9| < cog, co:=1'(0)/N(0).
Proof. We have

and

noy (K 2h(r)(0(1)® = K2 ()R () 0
0= \w0y) - i) =0
since h > 0 and h” < 0. Thus, g is a decreasing convex function. Then, because ¢’ is negative
but increasing, |¢’| is decreasing.
Finally,

O _ W KO
o)~ AR R desh(r)

is decreasing, since log is concave and h is concave so log h is concave. Therefore,
|9'(r)] < (log 1) (0)g(r).

We will also need the properties of i (defined in (1.7)) given in Lemma 2.9.
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Lemma 2.9. For allr >0 and a € [0, 1], au(r) < @(ar).

Proof. As in the proof of Lemma 2.2, because [ is concave with 1(0) = 0, we have afi(r) =
af(r) + (1 — a)m(0) < f@(ar + (1 — a)0) = @(ar) for all r > 0 and a € [0, 1]. O

Remark 2.10. Similarly, p of Definition 1.1 (iv) satisfies p(ar) < ap(r) for all r > 0 and
a€[0,1].

3. BIOT-SAVART LAW AND LOCALLY LOG-LIPSCHITZ VELOCITY FIELDS

Proposition 3.1. Let ay be as in Definition 1.3. There exists C > 0 such that, for all x € R?
and all X\ > 0 we have,

lax(@ — 9)E (2 — )]l 3 g2y < OX (3.1)
Let U C R? have Lebesgue measure |U|. Then for any p in [1,2),

1K @ = )20 < @m(2 - )2 U] 5. (3.2)

Proof. See Propositions 3.1 and 3.2 of [1]. O

Proposition 3.2 is a refinement of Proposition 3.3 of [1] that better accounts for the effect
of the measure of U.

Proposition 3.2. Let X; and Xy be measure-preserving homeomorphisms of R%2. Let U C R?
have finite measure and assume that § := || X1 — XQHLOO < 0o. Then for any x € R?,

| K (2 — X1(2)) — K(z — X2(2)) |l 10y < CRE(S/R) (3.3)
where R = (2m)~ /2 |U|Y2.
Proof. As in the proof of Proposition 3.3 of [1], we have

15 (@ = X1(2) = K (2 = Xa(oDllpaqo) < CoRe6' .

n [1], R* was bounded above by max{1, R}, Wthh gave p = —log d as the minimizer of the

norm as long as § < e”". Keeping the factor of RP we see that the minimum occurs when
p = —log(6/R) as long as § < e"' R, the minimum value being

log R log &

—C6810g(5/R)R™ 0™ § 75T = —(C6log(8/R)e ©s/m coes/m = —Ce~'§log(6/R)
— CRi(5/R).

This gives the bound for § < e ! R; the § > ¢! R bound follows immediately from (3.2) with
p=1. ([l

In Proposition 3.3, we establish a bound on the modulus of continuity of v € S;,. In
Lemma 2.8 of [8], the authors obtain the same bound as in Proposition 3.3 for h(z) = 1+ |z],
but under the assumption that the velocity field can be obtained from the vorticity via a
symmetrized Biot-Savart law (which they show applies to m-fold symmetric vorticities for
m > 3, but which does not apply for our unbounded velocities).
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Proposition 3.3. Let h be a pre-growth bound. Then for all x,y € R? such that |y| <
C(1+ |z|) for some constant C' > 0, we have, for all u € Sy,

fu(z +9) — u(@)| < C Julls, hz) (h'fx')) .

If h = C, we need no restriction on |y|.

Proof. Fix x € R? and let ¥ be the stream function for u on R? chosen so that 1 (z) = 0. Let
¢ = as, so that supp¢ C By(0) with ¢ = 1 on B;1(0) and let ¢, r(y) = (R (y — x)) for
any R > 0. Let © = V(¢ rt) and let w = curl.

Applying Morrey’s inequality gives, for any y with |y| < R, and any p > 2,

_ _ _ 1—2
lu(z +y) —u(@)| = [u(z +y) —u(@)| < OVl ppgey [yl 7 (3.4)
Because @ is compactly supported, @ = K * . Thus, we can apply the Calderon-Zygmund
inequality to obtain
. _ 1—2
u(z +y) — u(z)| < Cinf {p|[@]| prey [yl 7}
p>2

oy _ 1-2 _ . 2 1-2
= C b {p Wl Lo(Bony W17t < CllEl oo g2) IE{R Pplyl' v}

_2
= Clyl @Il (z2) inf{p [Ry| 7}

When R7!|y| < e ! (meaning also that |y| < R, as required), the infimum occurs at p =
—2log(|R'y|) and we have

u(@ +y) = u(®)| < =Cl|&]| oo g2y lyllog [ Ry -

Having minimized over p for a fixed R, we must now choose R. First observe that w =

A(¢e,rY) = b2, RAY + Ay g + 2V by - Vi = by pw + Ay g + 2V ¢y g - u. Also, for all
S BQR(I')

|z|4+2R
NS [ Ll B0 dr < Nl Rh(le] + 28),
where g := 1/h. Hence,
11 oo 2y < 162l oo 0]l o By + 21V G il oo |t Lo (B2
+ llgull oo h(l2| + 2R) R Adz Rl oo (Byr (a)) (3.5)
< |lwll oo g2y + CR™(|2] + 2R)||gu| oo (g2)
0
[u(e + ) — u(@)] < ~C [l g2y + B (] + 2R) |gull e [yl log | R
Now choose R = h(z). Then
R™'h(|a| + 2R) = g(a)h(jz| + 2h(z)) < Cg(x)h(|z|) + h(2h(z))
< O(1+ Cy(x)h(h(x))) < C,
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where we used the subadditivity of h (see Lemma 2.2) and Lemma 2.5. Hence, we have, for
[yl < e 'h(w),

u(z +y) —u(z)] < =Clullg, [yl (og|y| +log g(x))

= C||ullg, ly|log <h’|(;|)> = C'lullg, h(z)@ (}ﬂ)) ,

the last equality holding as long as |y| < h(z)e ! =e 'R < R.
If |y| > e 'R, then 7 (%) — ¢!, and

u(z +y) —u(@)] < Cullg, (h(z) +h(z +y)) < Cllulg, h(z)

=CM%ﬂ@M<“”>,

h(z)
where we applied Lemma 2.5, using |y| < C(1 + |z|). Note that if h = C, however, we need
no restriction on |y| to reach this conclusion, since h(z) = h(z +y) = C. O

In proving uniqueness in Section 6, we will need to bound the term in the Serfati identity
(1.1) coming from a convolution of the difference between two vorticities. Since the vorticities
have no assumed regularity, we will need to rearrange the convolution so as to use an estimate
on the Biot-Savart kernel that involves the difference of the flow maps, as in Proposition 3.4.
This proposition is a refinement of Proposition 6.2 of [1] that better accounts for the effect of
the parameter A in the cutoff function a). Note that although we assume the solutions lie in
some Sy, space, h does not appear directly in the estimates, rather it appears indirectly via
the value of d(t), as one can see in the application of the proposition.

Proposition 3.4. Let X| and Xo be measure-preserving homeomorphisms of R? and let w° €
L>®(R?). Fizx € R? and A > 0. Let V = suppax(Xi(s,z) — X1(s,-)) Usupp ax(X1(s,z) —
Xa(s,+)) and assume that

5(0) 1= X1 (8,) = Xa(t, ) ey < o0 (36)
Then we have
‘/(GAK(Xl(&x) — Xi1(s,9)) — axK (X1(s,x) = Xa(s,9)))w’(y) dy| < Clw’|[ 2 NE(5(t)/N).
The constant, C, depends only on the Lipschitz constant of a.
Proof. We have,
/(a,\K(Xl(s,a:) — X1(5,9)) — ax K (X1(s,2) — Xo(s,9))w’(y) dy = I + I,
where

I = /a)\(Xl(va) - Xl(svy)) (K(Xl(s7$) - X1(37y)> - K(Xl(svx) - X2(87y)))w0(y) dy7

I:= / (ax(X1(s, ) = X1(s,9)) — ax(X1(s,2) — Xa(s,9))) K (X1(s, ) — Xa(s,9))e" (y) dy.

To bound I, let U = supp ax(Xi(s,z) — Xi(s,-)) € V, which we note has measure 47\
independently of . Then

11| < (1K (X1 (s, 2) = Xa(s,y)) — K(Xa(s,2) = Xo(s,9)) |y o) 100°| oo 2
< O[] oo w2y E(3(£) /N).-
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Here, we applied Proposition 3.2 at the point X (s, z).
For I, we have,

‘12’ < / ‘(GA(X1(S,$) - Xl(s,y)) — CL)\(Xl(S,JZ) — XQ(S’y)))K(Xl(S’x) _ Xz(S,y))wo(y)‘ dy
=< f/ 1X1(s,)) — Xao(s, )| K (X1(s,2) — Xa(s, )| [«*(y)] dy
14

C
< XIIWOHLwé(t) /v |K(X1(s,2) — Xa(s,y))| dy < Cf|w’|| 0 (t).
Here, we used (3.2) with p = 1 and that the Lipschitz constant of ay is CA~!. Also, though,
ol < 20l | 1K (50) = Xas,)] dy < CAJP 1,
1%

again using (3.2). The result then follows from observing that §(t) < Au(d(¢)/\) for 6(t) <
Xe land m(6(t)/N) = e~ for §(t) > Ae™ L. O

4. FLOW MAP BOUNDS

In this section we develop bounds related to the flow map for solutions to the Euler equations
in Sy on [0, 7). First, though, is the matter of existence and uniqueness:

Lemma 4.1. Let h be a pre-growth bound (which we note includes h(x) = C(1+ |z|)) and
assume that uw € L*(0,T;Sy). Then there exists a unique flow map, X, for u; that is, a
function X : [0,T] x R? — R? for which

X(t,x):x—i—/o u(s, X(s,x))ds

for all (t,z) € [0,T] x R2.
Proof. Because u is locally log-Lipschitz by Proposition 3.3, this is (essentially) classical. O

Lemma 4.2. Let h be a pre-growth bound. Assume that uy,us € L*°(0,T;Sy,). Let F} be the
function defined in (2.6). We have,
|X1 (t’ 33) - XQ(tv .’L’)‘
Fy(z)

| Xt 2) — x|
Fy(z)

< COta

< Cot, (4.1)
where Cy = ||UJ||L°°(0,T;Sh)'

Proof. For j = 1,2, |u;(t,z)| < Huj(t)HSh |h(z)], so

X0 < ol + [ o, X, s < e+ o [ B0 G5,0)) s
Hence by Osgood’s inequality, | X;(t, z)| < I't(z), where I'; is defined in (2.5). We also have
1X(t,2) — 2] < /t fuj (5, X;(s,2))] ds < Co /t W(X;(s,2)) ds < CotFy(z).
Similarly, O :
| X1(t,2) — Xo(t,x)| < /Ot (lui(s, X1(s,2))| + |ua(s, Xa(s,x))|) ds < CotFy(x).

These bounds yield the result. O
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Lemmas 2.7 and 4.2 together show that over time, the flow transports a “particle” of fluid
at a distance r from the origin by no more than a constant times h(r). This will allow us
to control the growth at infinity of the velocity field over time so that it remains in Sy (for
at least a finite time), as we shall see in the next section. As the fluid evolves over time,
however, the flow can move two points farther and farther apart; that is, its spatial modulus
of continuity can worsen, though in a controlled way, as we show in Lemma 4.3. (A similar
bound to that in Lemma 4.3 holds for any growth bound, but we restrict ourselves to the
special case of bounded vorticity, bounded velocity velocity fields, for that is all we will need.)

Lemma 4.3. Let u € L*>(0,7;S51) and let X be the unique flow map for u. Let Cy =
[ull oc 0,75,y For any t € [0,T] define the function,

—Cot
re when r <1 —Cot
= = < c o
xi(r) {r whenr>1}_r+r

Then for all z,y € R?,
(X (t,z) = X (¢, )| < C(T)xe(lz = yl).
The same bound holds for X '.
Proof. The bounds,
X (t2) = X (y)] | XM (t2) = X7 (t,y)| < OT) o -y

are established in Lemma 8.2 of [12]. We note, however, that that proof applies only for all
sufficiently small |z — y|. A slight refinement of the proof produces the bounds as we have
stated them. O

The following simple bound will be useful later in the proof of Proposition 8.3:

xt(ar) < aeicotx,g(r) for all a € [0,1],7 > 0. (4.2)

5. EXISTENCE

Our proof of existence differs significantly from that in [1] only in the use of the Serfati identity
to obtain a bound in L*°(0,T"; S}) of a sequence of approximating solutions and to show that
the sequence is Cauchy, which is more involved than in [1]. Although velocities in S}, are not
log-Lipschitz in the whole plane (unless h is constant), they are log-Lipschitz in any compact
subset of R?. Since the majority of the proof of existence involves obtaining convergence on
compact subsets, this has little effect on the proof. Therefore, we give only the details of
the bound on L*°(0,T"; S}) using the Serfati identity, as this is the main modification of the
existence proof. We refer the reader to [1] for the remainder of the argument.

Proof of existence in Theorem 1.6. Let u° € S;, and assume that u° does not vanish

identically; otherwise, there is nothing to prove. Let (u2)22; and (w9)5°; be compactly sup-
ported approximating sequences to the initial velocity, u°, and initial vorticity, w”, obtained
by cutting off the stream function and mollifying by a smooth, compactly supported mollifier.
(This is as done in Proposition B.2 of [1], which simplifies tremendously when specializing
to all of R2.) Let u, be the classical, smooth solution to the Euler equations with initial
velocity u%, and note that its vorticity is compactly supported for all time. The existence
and uniqueness of such solutions follows, for instance, from [14] and references therein. (See
also Chapter 4 of [12] or Chapter 4 of [4].) Finally, let w,, = curlu,.
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As we stated above, we give only the uniform L*°([0,77]; Sy) bound for this sequence, the

rest of the proof differing little from that in [1].
We have,

0 0
lunlls, < €, (5.1)
It follows that the Serfati identity holds for the approximate solutions. Hence,
[un(t, )| < |upy(@)| + | (aaK) * (wn(t) — wp)(2)]

+ /Ot ‘ (va [(1— aA)K]> *(un @ un)(sjw>) ds.

We note here that A can vary arbitrarily with x.
The first convolution we bound using (3.1) and (5.1) as

[(axK)  (wn(t) = wp)(@)| < C (Mlwn®ll Loy (@) + Mwnllzosy)) < CX

For the second convolution, we have,

(o a-o) o] < [ gttt
_ h(y)* |un(s,y)|*
= oo e —ny3 h(y>y ‘

<C Un(3)

2 2
h(z — 1
[/ hie —y)” yﬁ, dy + h(w)Q/ 3 dy]
L= |By(@)C |z — Y By (2)C | —y|

h
Un(8) 2

:Ch

[H()\(x)) 4 c’l((”ﬂ ,

where H = H[h?] is defined in (1.2). The second inequality follows from the subadditivity of
h? (as in Remark 2.4). Hence,

o>

2

(s x)?
lun (t,2)] < ‘ug(:c)‘ + CX\(z) + C’/O ”}5) . [H()\(x)) + C};f(a:)) ] ds.
Dividing both sides by h(x) gives
up(t, )| _ | up(x) A(z) Huas)|? [HO@) | h) o
o <[ o e L1 e o] 09
Now, for any fixed ¢, we can set
llwn(s) || :
A= At,x) = h(x) </0 n}g ) . ds> . (5.3)
Defining
Un(8) 2




this leads to

=

un(t, )
h(z)
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0
Uy ()

S o ([ Aeas)

vo [Cawm (h@ nen %) sy [awa)’
< 0+ Oyl (m D 5) [ waso( [ awa)
SMH(( /Ouws)%) [ oo [ aea)
<cro([awma) <o (( /Omdsy) ([ soras)’
Hf(( /Ou@ds)%)] ([ sa)”

where f(z) := zH(z). In the third-to-last inequality we used that H is decreasing and
h(z) > h(0) > 0.

Observe that although this inequality was obtained by choosing A = A(¢, z) for one fixed
t, the inequality itself holds for all ¢ € [0, 7.

Taking the supremum over = € R? and squaring both sides, we have

A(t)§C+E</OtA(s)ds>§C+p</0tA(s)ds>, (5.4)

where E, p are as in Definition 1.1. Now we can apply Lemmas 2.3 and 5.1 to conclude that
u, € L*(0,T;Sy) with a norm bounded uniformly over n. Lemma 5.1 also gives global-in-
time existence (7" arbitrarily large) when (1.3) holds. O

<

<C+C

Lemma 5.1. Assume that A: [0,00) — [0,00) is continuous with

t
At) < Ao+ p (/ A(s) ds> (5.5)
0
for some Ay > 0, where pi: [0,00) — [0,00) is convex. Then for all t <1,
At)
/ sy (5.6)
Ao H(S)
and for all t € [0,T) for any fized T > 1,
A(t)
/ ds 1t (5.7)
Ao WTs) T T
Moreover, if
> ds
= 5.8
I >

then A € L$2 ([0, 00)).

loc
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Proof. Because p is convex, we can apply Jensen’s inequality to conclude that

a0 <t ([ 186 %) < a0+ [ uteaisn %

As long as t < 1, Remark 2.10 allows us to write

t
A@§M+AMM@M&

and Osgood’s lemma gives (5.6). Now suppose that 7' > 1. Then Remark 2.10 gives the
weaker bound,

ued(s) =i ( FTAG) ) < 10 (TAG)
so that
A@SM+;AMGMW%,

leading to (5.7).
Finally, if (5.8) holds then applying Osgood’s lemma to (5.7) shows that A is bounded on
any interval [0, 7], so that A € L2 ([0, 00)). d

loc

We make a few remarks on our proof of Theorem 1.6.

Lemma 5.1 allows us to obtain finite-time or global-in-time existence of solutions, but
unless we have a stronger condition on y, neither the finite time of existence nor the bound
on the growth of the L* norm that results will be optimal. For both of our example growth
bounds in Theorem 1.5 there are stronger conditions; namely, if uq, ps are the function in
Definition 1.1 corresponding to hi, hs then for all a,r > 0,

pi(ar) < Coa' ™ pa(r),  pa(ar) < Coapa(r).

It is easy to see that the condition on p9 in fact, implies (5.8), though the condition on
is too weak to do so. Both conditions improve the bound on the L° norm resulting from
Lemma 5.1 and for hq, the time of existence.

Moreover, Lemma 2.3 shows that, up to a constant factor, u(r) := Cr(1 + r) works for all
well-posedness growth bounds (and gives pa(ar) < Coa?usa(r) for all a,r > 0). This suggests
that a slight weakening of the condition we placed on growth bounds in (iz) of Definition 1.1
could be made that would still allow finite-time existence to be obtained.

6. UNIQUENESS

In this section we prove Theorem 1.7, from which uniqueness immediately follows. Our
argument is a an adaptation of the approach of Serfati as it appears in [1]. It starts, however,
by exploiting the flow map estimates in Lemma 4.2, inspired by the proof of Lemma 2.13 of
[8], which is itself an adaptation of Marchioro’s and Pulvirenti’s elegant uniqueness proof for
2D Euler in [13], in which a weight is introduced.

Proof of Theorem 1.7. We will use the bound on X; and X5 given by Lemma 4.2 with
the growth bound, Fp[(], defined in (2.6). This is valid since ¢ > h. By Lemma 2.7, Fp[(] is
a growth bound that is equivalent to ¢, up to a factor of C'(T'); hence, we will use ¢ in place
of Fp[C], which will simply introduce a factor C(T") into our bounds.
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By the expression for the flow maps in Lemma 4.1,

/Ot ]ul(s,Xl(&x))C(—x;m(SaX2(Sam))’ dsH < /OtL(s) ds = M(t).

n(t) <

We also have,

L(5) < [ A1(5,0)l| ey + 14205 2) | oo e

where
o uz(s, X1(s,x)) — ua(s, Xo(s,x))
A1(37x> a C(CU) )
_ (s, Xi(s, @) — ua(s, Xa(s,2))
AQ(S,$> = C(.CC) .

For Ay, first observe that Lemma 4.2 shows that | X (s, z) — Xa(s,z)| < Ct¢(z) < Ct(1 +
|z]) and |Xi(s,z) — x| < Ct{(z) < Ct(1 + |z|). Hence, we can apply Proposition 3.3 with ¢
in place of h to give

|ua(s, X1(s, @) — ua(s, Xa(s, 2))| < Cluzllg, ((2)m (| X1(s, ) — Xa(s, z)[ /¢(x))
< O¢(x)u(n(s))-
It follows that
x
[As(o.0)| < () < Crla(o). (6.1

To bound Ag, we use the Serfati identity, choosing A\(x) = h(x), to write

|uf () — ud(x)|

4(s,)] < s

+ A%(Sv x) + A%(va)a

where

Ay(s,2) = g(lx) | (@n() K) * (wi(s) — wa(s) (X1(s, 7)) = (an@)K) * (&} — wB)(X1(s,2))],

A%(s,x) = C(lfv)

/OS (va[u — ) K]+ (1 ® uy — us @ u2)) (r, X1 (r, z)) dr|.
We write,
(an(z) K) * (w1(s) — wa(s))(X1(s, 2))
= /(ah(w)K(Xl(Sax) — 2) (@) (X7 (s, 2) — w8 (X5 (5,2))) dz

- / (an(ay K (X1 (5,2) — 2)(@R(XT (5, 2)) — (X5 (5, 2)) d2

+ /(%@)K(Xl(sax) — 2)) (Wi (X7 (5, 2)) — wa (X7 (5, 2))) d2.
Making the two changes of variables, z = X (s,y) and z = X3(s,y), we can write
1
Az(s,x) < @ ‘/(ah(m)K(Xl(S’x) = Xi1(5,9)) — an@) K(X1(s,2) = Xa(s,9)))ws (y) dy

[/ (s, 2)|
¢(x)

+
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We are thus in a position to apply Proposition 3.4 to bound A%. To do so, we set
Uy = {y € B%: [Xi(s,2) — X;(s.)| < h(a)}
so that V' := U; U Uy is as in Proposition 3.4. Then with ¢ as in (3.6), we have
5(s) <n(s) zgg((y) < n(s)C(l2| + h(x) + Ct¢(|x] + h(z)))
= Cn(s)¢ (Jz] + C(lz]) + CTC(l2| + ¢(Jx]))) < Cin(s)¢(),

where C1 = C(T'). Above, we applied Lemma 4.2 in the second inequality and the last
inequality follows from repeated applications of Lemma 2.5 to (. Hence, Proposition 3.4
gives

(6.2)

1 0 h(z)_ (4(s) S (s, )|
o2 < OG5 (5657 ) + 8

But by Lemma 2.9 (noting that h(x)/{(x) < 1) and (6.2),
hiz)_ (d(s) h(zx) o(s)
(@" (h(az)) ( () h(z) <

|/ (s, 2)]
()

) < H(Cr(s)).

Hence,

Az(s,x) < CE (Cin(s)) + (6.3)

We now bound A2 . We have,

e { 7] 7]
{ ho L0,y xR2 L°(0,T) xR2

/
/ (M) |ty —wE)l,
i

X1 (r,x) |X1(7“ J?) — y| C(y)

c |u (r, —U2(7" z)| (€h)(y)

~ —2> T _dy|d
C (zeR2 ¢(z) Bh(x)(Xl(Tiv) | X1(r,z) — ?J’S y) '
e (

(ch)w)
————dy | dr.
o Bu (€ Xa(r2) =P y) '

Because (h is subadditive (being a pre-growth bound), letting w = X;(r, ), we have

/B (Ch)(y)g dyS/B ( )de%((h)(w)/ %dy
h(z)

n (@ [0 =y w —yl B ()¢ [w =y (6.4)
= 2 H{Gh()/2) + C ) < € CGlu) < CL+ G(0).

Here we used that Ch is a growth bound and Lemma 4.2. It follows that

2 1+¢(z) [° °
As(s,x) < C ) /0 Q(r)dr < C/O Q(r)dr. (6.5)
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But,
- lui(r, z) — ua(r, z)] - lui (r, X1(r, 2)) — ua(r, X1(r, 2))|
=TT . (X1 (.2)
lua(r, X1(r, 2)) — ua(r, Xa(r, z))] |ua(r, Xo(r, z)) — uy (r, X1(r, 2))]
O & o &)

< C(En(r) + L(r)),
where we used Lemma 4.2 in the first inequality and (6.1) in the last inequality. Hence,
S
A(s.) < C [ (tn(r) + Lir)) ar.
It follows from all of these estimates that

t
n(t) < /0 L(s)ds = M(t),

0o_,0
L(S)S Uy U

wcucme)+ Tl v o [ +Lear 660

— olT) + CR(Cun(9) + € | “@(Cin(r)) + L(r)) dr.

We therefore have

M) <talr) + [ (cntcuen +o |

S(E(CW(T)) + L(r)) dr) ds

t

< ta(T) +c/

0
t

— ta(T)+ C /0 (,u(ClM(s))—i—M(s) + /0 S,u(CHM(r))dr) ds (6.7)

(micsnrton + [ (@cint) + Lear ) ds

< ta(T) + c/ot (1 + $)E(C1 M (s)) + M(s)) ds

<ta(T) +C [ (ECLM(E) + M(s) ds,

where we note that the final C' = C(T') increases with 7. In the second inequality we used
7 increasing and n(s) < M (s), while in the third inequality we used that  and M are both
increasing. The bound in (1.6) follows from Osgood’s lemma.

We now obtain the bounds on M (t) and Q(¢).

The bound on ) we made earlier shows that

Q(t) < C(T)(m(n(t)) + L(t)) < C(T)(H(C1M(¢)) + L(1)), (6.8)
since 7(t) < M(t). Then by (6.6),

L(t) < a(T) + C(TYA(CLM (1)) + C(T) /0 (B(CLM(s)) + L(5)) ds
< a(T) + C(TYE(C M (1)) + C(T) /0 L(s) ds.

Applying Gronwall’s inequality,
L(t) < (a(T) + CE(Cy M (1)) e,
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Since we can absorb a constant, this same bound holds for Q(t):
Q(t) < (a(T) + CH(CLM(t)))eC D,

Hence, we can easily translate a bound on M to a bound on Q.
Returning, then, to (1.6), we have, for a(T) sufficiently small,

/Mﬂ 95 4s < o(m)
— s < t.
ta(r)y B(C18)

Integrating gives

M — oyt

log log 5|
—loglog s| (/7)<

from which we conclude that
e—C(T)t

M(t) < (ta(T))

This holds as long as M(t) < C; 'e™!, which gives a bound on the time ¢.
On the other hand, if s > C;'e™! then fi(C1s) = e, so for ta(T) > C; le™ !,

M) g M(t)
/ — ds = / eds < C(Tt.
ta(r) P(C18) ta(T)

e(M(t) — ta(T)) < C(T)t < C(T)ta(T),

Thus,

giving
M(t) < C(T)ta(T).

(For intermediate values of a(T') we still obtain a usable bound, it is just more difficult to be
explicit.) O

We were able to use a growth bound ( larger than h and obtain a result for an arbitrary
T because, unlike the proof of existence in Section 5, we are assuming that we already know
that w1, us lies in Sy. Hence, the quadratic term in the Serfati identity can in effect be made
linear.

Theorem 1.7 gives a bound on the difference in velocities over time. It remains, however, to
characterize a(T) in a useful way in terms of u{, 49, and u{ —u} and so obtain Theorem 1.10.
This, the subject of the next section, is not as simple as it may seem.

7. CONTINUOUS DEPENDENCE ON INITIAL DATA
In this section, we prove Theorems 1.9 and 1.10, bounding a(7") of (1.4). The difficulty in

bounding a(T") lies wholly in bounding J/{, with J = J(¢,x) as in (1.5). We can write
J = Jy — Ji, where

Ji(t,7) = (ap@)K) * (@} — wB)(X1(t, 7)),
Ja(t,2) = (an() K) * (@) = wy) o (X7 (1)) (2)-

Both J;/¢ and Jy/C are easy to bound, as we do in Theorem 1.9, if we assume that

wy —wY is close in L°°, an assumption that is physically unreasonable, however, as discussed

in Section 1.
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Proof of Theorem 1.9. We have

J1(s,
D) < o)+ o~ X2 HLOO Jc(a)
= [|(ange K) * (@ = wh)| /C
< ||an@) K| 12 le — W[ oo /¢ () < Ch(2)/¢(2)) [|of — Wi oo
< Ol - 2]
Similarly,
Ja (s,
200 < flanin 20 + (8 = ) o X7 ) @) /60
< Jlang Kl [ = o) (X0 (5 2) HLoo /6(@) < Clh(@) /() [l = wal] e
< Ol = wh e
Combined, these two bounds easily yield the bound on a(7). 0
More interesting is a measure of a(7T) in terms of u! — u9 without involving w? — w9.

Now, J; is fairly easily bounded in terms of u{ — uy (using Lemma 7.5) since Xj(s,z) has

no effect on the L norm. But in Jo, the composition of the initial vorticity with the flow
map complicates matters considerably. What we seek is a bound on a(T) of (1.4) in terms of
| (u?—u3)/¢|| L= and constants that depend upon ||u?]|s,, [|uJ]|s,. That is the primary purpose
of Theorem 1.10, which we now prove, making forward references to a number of results that
appear following its proof. These include Propositions 8.3 and 8.7 and Lemma 8.9, which
employ Littlewood-Paley theory and Holder spaces of negative index, and which we defer to
Section 8, where we introduce the necessary technology.

Remark 7.1. In the proof of Theorem 1.10, we make use for the first time in this paper of
Holder spaces, with negative and fractional indices. We are not using the classical definition
of these spaces, but rather one based upon Littlewood-Paley theory. For non-integer indices,
they are equivalent, but the constant of equivalency (in one direction) blows up as the index
approaches an integer (see Remark 8.2). Because we will be comparing norms with different
indices, it is important that we use a consistent definition of these spaces. In this section, the
only fact we use regarding Holder spaces (in the proof of Lemma 7.6) is that ||divv||or-1 <
Cllv||gr for any r € (0,1) for a constant C' independent of r. For that reason, we defer our
definition of Hoélder spaces to Section 8.

Remark 7.2. With the exception of Proposition 8.7, versions of all of the various lemmas
and propositions that we use in the proof of Theorem 1.10 can be obtained for solutions in Sy,
for any well-posedness growth bound h. Should a way be found to also extend Proposition 8.7
to Sy, then a version of Theorem 1.10 would hold for Sy as well.

Proof of Theorem 1.10. Let w?, wg be the initial vorticities, and let wq, w9 and X1, Xs be
the vorticities and flow maps of uy, us.

To bound a(T), let wy = W) — w = curl(ul — uY). Then, since h = 1, we can write,

Ji(s,2) _ ((Xi(s,2)) [(aK) * curl(uf — u)] (Xi(s, 7))
((z) ((2) ((Xi(s,z)) ’
Ja(s,x)  (aK) * (g o Xl_l(s))(x)

¢(x) (@)
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Applying Lemma 2.5, Lemma 4.2, and Lemma 7.5, we see that

Ji(s,x) <C ul — ud
C(e) — ¢
the bound holding uniformly over s € [0, T].
Bounding J» is much more difficult, because the flow map appears inside the convolution,
which prevents us from writing it as the curl of a divergence-free vector field. Instead, we
apply a sequence of bounds, starting with

; (7.1)
Lo

Jo(s, )| _ [(Co X1 (s)(@)] | (aK) * (@Wo 0 X; '(s)) ()
((z) ¢(x) (Co X H(s))(x)
(aK) * (@o o X7 '(s)) (=)
B (Co X7 (5))(x)
U T
< Co, (s, R X1 (s,0) Ca)

for all s € [0, T]. Here we used Lemma 4.2 and applied Proposition 8.3 with f = @po X '(s).
Applying Proposition 8.7 with o« = §; and g = 2C(9), followed by Lemma 7.6 gives

Jo(s, ) > <O <s 5 ul —u) )
C(ﬂf) Cfé B ’ Cl—&

¢

for all s € [0,7*]. Note that the condition on dp« in Proposition 8.7 is satisfied because of
our definition of 7 and because |[ul|,; < C||ullg,, which follows from Proposition 3.3. We
also used, and use again below, that ®, is increasing in its second argument.

We apply Lemma 8.9 with r = 1 — J, obtaining

wo
<CP, | s,2|—
B < H ¢

1-6

uf ][l ][] ) g )]
C o C Lee C Lee C St
But,
0 0 0 0
Uy — Uy Uy — Uy 1 0 0 H <1> . ;
¢ +|z W+ V(2 T
¢ s ¢ Lo HC oo le WQHL C) |l oo H“l U2HL
<l -5, <,

where we used the identity, curl(fu) = fcurlu — Vf - u*, and that 1/¢ is Lipschitz (though
1/¢ ¢ C*(R?) unless ( is constant, because V( is not defined at the origin). Therefore,

4
Y I L 1 L
Co1-6 B g [,
We conclude that
0o_,0q9
Ja(s, x) <o, (1.0 uy — us
C(x) ¢ oo

for all 0 < s < T*. Since the bound on J;/¢ in (7.1) is better than that on Jy/(, this
completes the proof. O

Remark 7.3. In the application of Proposition 8.7 and Lemma 8./ (which was used in the
proof of Proposition 8.3) the value of Co = [Ju1| o (o 1,s,) enters into the constants. A bound

on ||U1HLOO(0 1.5,) comes from the proof of existence in Section 5. While we did not explicitly
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calculate it, for Sy it yields an exponential-in-time bound, as in [15, 1]. Hence, our bound
on a(T) is doubly exponential (it would be worse for unbounded velocities). It is shown in [9]
(estending [19]) for bounded velocity, however, that |[u1|[ e 1.5,y can be bounded linearly in
time, which means that Cy actually only increases singly exponentially in time.

Whether an improved bound can be obtained for a more general h is an open question: If
it could, it would extend the time of existence of solutions, possibly expanding the class of
growth bounds for which global-in-time existence holds.

Lemma 7.4. Let Z € 5. For any A > 0,
(axK) x curl Z = curl(a)K) x Z. (7.2)

Proof. Note that ((ayK)*curl Z)! = (axK*) % (012? — 02 Z%) = (01(axK*)) x Z2 — (02 (axK?)) *
Z'. Thus, (7.2) is not just a matter of moving the curl from one side of the convolution to
the other. Using both that Z is divergence-free and that a is radially symmetric, however,
(7.2) is proved in Lemma 4.4 of [11]. O

The following is a twist on Proposition 4.6 of [2].
Lemma 7.5. Let  be a pre-growth bound and suppose that Z € S1. For any A > 0,
[(axEK) * curl Z|[ oo g2y < 2| Z]| oo (g2)
’ (a\K) x curl Z §(1+6<()\)> HZ

¢ Lo (R2) ¢0) /11 ¢

Proof. Lemma 7.4 gives (ay\K) * curl Z = curl(ayK) * Z. But curl(ayK) = —div(ayK*) =
—aydiv K+ —Vay - K+ = § —Vay - K+, where ¢ is the Dirac delta function, since ay(0) = 1.
Hence,

(7.3)

Loo(R2)

(axK)xcurlZ = Z — (Vay - K1)« Z =7 — ¢y * Z, (7.4)
where @) := Vay - K+ € C®(R?). Then (7.3); follows from
[(axEK) * curl Z| oo 2y < C (14 [[oall 1) 1 Z]| oo g2y = 2121 oo (2 -

Here, we have used that ||¢s]/;1 = 1, as can easily be verified by integrating by parts. (In
fact, @y is a mollifier, though we will not need that.)
Using (7.4), we have

(a)K) x curl Z
¢

But @) (x — -) is supported in By(z), so

QD)\*Z

Lo (R?)

B
< ||=
~ |I¢

L L (R2) H ¢

leallz 1@ 2]l 1By 2 e
- ¢(x) ¢(x)
¢zl + )
Lo € (max{fz] = A, 0})
Taking the supremum over z € R?, we have
(a\K) x curl Z
¢

© * Z(SL‘) _ ‘90)\ * (ILBA(:L")Z)(‘%)
¢(x) ()

B
< || =
BRIRS

el )
Lo <1 +w6[§2 C(max{|x] - )‘70})) .

B
< ||=
L>(R2) ¢
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If |z| > 2X then using Lemma 2.5,

¢l + ) Gl /) C(al/2)
Clmax{le] — A 00) = C(al/2) = c(al/2)
while if |z| < 2\ then
C(jz] + ) BN _ ()
Clmax{ls] = A0 = ¢(0) = (o)’
Hence, we obtain (7.3)2. O

Wo u(f - ug

Lemma 7.6. Let ( be a pre-growth bound, o € (0,1), and wy = w) —w) = curl(u§ — uf) with
— <C
¢

ul, uy € S¢. Then
2.

Proof. Let g :=1/¢ and v = —(u) — u9) so that Wy = dive’. Then

Co

g = gdivet = div(gvt) — Vg - vt
Thus (see Remark 7.1),

lg@ollca-s < € (llgrtlice + Vg vHllganr) = € (lgvllce + Vg - v lcar )
But by virtue of Lemma 2.8, we also have

IVg - vtllga—r < Vg vz < collgvllze < collgvlico.

8. HOLDER SPACE ESTIMATES

In this section, we make use of the Littlewood-Paley operators A;, j > —1. A detailed
definition of these operators and their properties can be found in chapter 2 of [4]. We note
here, only that A;f = ¢; f, where ¢;(-) = 2%(27) for j > 0, ¢ is a Schwartz function, and
the Fourier transform of ¢ is supported in an annulus. We can write A_; f as a convolution
with a Schwartz function y whose Fourier transform is supported in a ball.

We will also make use of the following Littlewood-Paley definition of Holder spaces.

Definition 8.1. Let r € R. The space CT(R?) is defined to be the set of all tempered
distributions on R? for which

I fllor :=2"7 sup [|A;fllze < oo.
j>-1

Remark 8.2. It follows from Propositions 2.5.1, 2.3.2 of [4] that the C} norm is equivalent
to the classical Hélder space C" norm when r is a positive non-integer: | fllcr < ar [|fllcr,

[fller < 0 [ fllgr for constants, ar, by > 0, though ar — o0 as 1 approaches an integer. See
Remark 7.1.

Proposition 8.3. Let ¢ be a pre-growth bound and let u € L*>(0,T;S1) with X its associated
flow map. Lett € [0,T] and set n = o X~1(t). For any a >0, A\ >0, and f € L>°(R?),

@E) Il o1 1) e (t, / ) (8.1)
n Lo Nilg-«

where C' = C(T,(, ), and ®q is defined in (1.11) (using Co = [|[ul| oo o 1,5,))-
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Proof. Define g = 1/n. For fixed N > —1 (to be chosen later), write

(axK) * f(x)
n(x)

9() /R2 ax()K )ne —y) Y (A;(f/n) (@ —y)dy

g() /RQ ax(y) K (y)n(z —y)(f/n)(x —y) dy‘

j>—1
(8.2)
< Y g(w)/ ax(y) K (y)n(z —y)(A;(f/n)(x —y) dy'
—1<j<N R?
=3 loto) [ @KWt - )5 ) — ) dy] o I41I.
J>N
We first estimate I. Exploiting Definition 8.1,
1= Y 2wl [ oKt @, /m)e ) dy\
—1<j<N R
< sup2 A (f /)l S 2 / ax(y _yldy (83)
J —1<j<N

< C2N||f/nllc-ag(z) /R2 lax(y) K (y)n(z — y)| dy.

Since = ¢ o X ~1(t), where ( is a pre-growth bound, Lemma 8.4 implies that

(@) [ los(o)K e =)l dy < Cotw) [ lar)K )l =)l dy
<C IaA( VK (y)g(x)(C(x) +C(y)] dy
A
<c / @K1+ 9@)w)dy < C [ 1+ o)) dr
< OM(1+ g(@)¢(N) < CA(1 +C(N) = C(N),
where we used boundedness of g. Substituting this estimate into (8.3), we conclude that

1< C2°V||f/nllc-e. (8.4)

We now estimate /1 by introducing a commutator and utilizing the Holder continuity of

7, writing
112 Y |ol@) [ | ax) KW —y)dy
>N
+ 3 o / K@)[Af @ — ) — nla — ) (/) — ) dy| &P
>N

=111+ 1V.
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We rewrite 11 as a convolution, noting that the Littlewood-Paley operators commute
with convolutions, and apply Bernstein’s Lemma and Lemma 8.5 to give

11 =Y |g(@)((anK) x A f(2)] = g(x) Y [Aj(arnK * f)(@)]

>N J>N

(@) Y 277 [VA (@K # f)| o < Cg(@) [ Fllpe Y277 < Cgl(@)2V || f]l e -
J>N j>N

To estimate IV, we apply Lemma 8.6 and (3.1) to obtain

V<> g / lax() KW A f(z —y) —nlz —y)(A;(f/n)(x —y)| dy
J>N

—Cpt Cot

<Y Cllflp=27

j>N

() /R ox@)E )] dy < Ol 27 gl

Substituting the estimates for 771 and IV into (8.5) gives

—Cot

9(@).
Finally, substituting the estimates for I and I into (8.2) yields
(axK) * £ ()|

n(x) -

where C' depends on A. Now, we are free to choose the integer N > —1 any way we wish,
but if we choose N as close to

1 1 1
N* := 1 =———1 —a
a+ e—COt 089 <||f/77”0—a> a+ e—COt 082 ||f/77HC

as possible, we will be near the minimizer of the bound in (8.6), as long as N* > —1 (because
such an N* balances the two terms). Calculating with N = N* gives

IT<CA+N) | fll g2

CWt ) (22 1 floe + 27 V@) . (86)

—Cot

fc 1052( 1 704) « efc [
2aN Hf/77||C—D< — 9ate ot L/l o ||f/77||0— — Hf/nH + 0

e -0 7COt

Cpt
— —Cpt fl()g Hf/77|| a et efc t
27N g(x) = 204 DTN g(2) < C |l &

since g is bounded. Rounding N* up or down to the nearest integer will only introduce a
multiplicative constant no larger than C2¢, so this yields

(axK) * f(z)
n(z)

.—Cot

<CA+fl ) uf/nna*e”“ (8.7)

as long an N* > —1.
If N* < —1, then it must be that

o efct
If/mllgte ™ =2

SO

«—Cot

If/mllgte ™ >1> Cy(x)
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for some constant C' > 0. Then, from (8.6),

(axK) * f(x)
n(z)

Cot ate—Cot

SO+ flz) <2°“N||f/77Hc—a +27N I/ II“” )

Choosing N = —1, yields

(anz)K) = f(x)
n(z)

\ <O+ | fllp) (Hf/an ] f/n\|a+<"c°‘>

cu+slw (22 ).

Adding the bounds in (8.7) and (8.8), we conclude (8.1) holds for all values of || f/n|l-a. O

(8.8)

Lemma 8.4. Let ¢ be a pre-growth bound and let w € L*(0,T; S1) with X its associated flow
map. Then for all t € [0,T], x € R?,

CT)CX Tt @) < (@) < C(T)UX T 2)) (8.9)
for constants, 0 < C(T) < C'(T).
Proof. We rewrite (8.9) as
C(T)¢(x) < (X (t,2)) < C(T)S()
for all z € R?, a bound that we see easily follows from Lemmas 2.5 and 4.2. O
Lemma 8.5. For all j > —1 and all A > 0,
IVA;((axK) * fll oo < C Il oo -
Proof. Write
(axK) * f(2) = (K * (ax(- = 2)f)) ().
For fixed z, define the divergence-free vector field,
bz(w) == (K * (ax(- — 2)f)) (w).
We know (for instance, from Lemma 4.2 of [6]) that [|[VAb.| ;. < C||Ajcurlb,||; . Thus,

IVA;((arK) * f)ll oo = [IVAjb][ 1o < Cl|Ajcurlb,|| o = Cl|Aj(ax(- — 2) )l foo
< Cllax(-—=2)fllpee <Ol fll oo -

Lemma 8.6. With the assumptions as in Proposition 8.3, for all x,y € R?, we have

|8 f (@ —y) =0z = y) (A5 (f/m)(@ = y)| < CIfll e IVl 277
Proof. First observe that for any z, y € R?

C(XT (¢ 2)) — (X7
| X7t 2) — Xy (ty)\

—Cot

n(z) —n(y)| = 2l X7t ) = X7t y)] < IVClzexe(e — y)
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by Lemma 4.3. We then have,
1A f (@ —y) —nlz—y)(A;(f/m)(@ - y)|

:L@J%“xwwmx—y—@—n@—yﬁﬂ@Uth—y—@)@

S/ 0 () (f/m)(x =y = 2)||n(z —y —2) =n(z —y)| dz
R2

Cot

< [IV¢ll Lo /RQ xe(l2D) lei (N(f/n)(@ =y = 2)] dz < C V| oo [ fll g0 277

We used here that, because ¢ is Schwartz-class, by virtue of (4.2), we have

L les@latehds =2 [ fe@al s = [l o)) du

Cpt

<297 [ ()]l dw < C27

gnore
The following proposition is a simplified version of Theorem 3.28 of [3].

Proposition 8.7. Let u € L*(0,T;51). Assume f € C([0,T]; L) solves the transport
equation

fli=o = 1*.
For fized § € (—1,0), there exists a constant C' = C(§) such that for any g > C, if
t
5 =5 ﬁ/ lu(s) 12z ds, (8.10)
0
and if T* satisfies o7~ > —1, then
s
sup |[|f(t < Jollgs-
o 1 @)l st 5—0” ollcs

Remark 8.8. Proposition 8.7 is proved in greater generality in [3]. The authors assume, for
example, that f belongs to the appropriate negative Holder space. Here, we apply Proposition

8.7 with f = %0 o X171, which clearly belongs to C([0,T]; L) and therefore to all negative

Holder spaces. In addition, the authors integrate a quantity in (8.10) which differs from
llullLr, but is bounded above and below by C||u||LL for a constant C > 0.

Lemma 8.9. For any u € S1(R?) and r € (0,1),

1—
lller < € (Il e + ull 3= Nul, ) -
Proof. We apply Definition 8.1 and write

Jullg, = sup 277 || Ajull
j>-1
< Clull o + sup 27 | Ajull 12 1Al
J]=Z

< Clull oo + C lull ;< sup 2772797 | A; V[ o
70
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where we used Bernstein’s Lemma to get the second inequality. But, using Lemma 4.2 of [6],

18,V < C A cwrlul . < C fleurlul o < Cllulgi

which yields the result. ([l
APPENDIX A. EXAMPLES OF GROWTH BOUNDS

Proof of Theorem 1.5. We will show that h; and hy are well-posedness growth bounds, ho
globally. Once this is established, Theorem 1.5 follows as an immediate corollary of Theo-
rem 1.6 and Corollary 1.8.

First consider h(r) = hi(r) = (1 + r)® for some a € [0,1/2). Clearly, h and so h?
are increasing and both h and h? are concave and infinitely differentiable on (0, 00), and
h'(0) = a < oo. This gives (i) of Definition 1.1 for h and h?. Then for n = 1,2,

/ W (s) ds = / 7( +5) ds < Q”Q/ ST s = < 0,
1 1 1

52 52 1—na

giving (i) of Definition 1.1 for h and h2. It follows that h is a well-posedness growth bound.
(An additional calculation, which we suppress since we do not strictly need it, shows that
E(r) < p(r) := C(a)(1 + r*)r, improving the coarse bound of Lemma 2.3.)

Now assume that h(r) = he(r) = log%(e + 7). Then h%(r) = log%(e + 7). Then h? is
infinitely differentiable on (0, 1), increasing, and concave and hence so also is h = Vh? , being
a composition of increasing concave functions infinitely differentiable on (0,1). Also,

1 1
(h5Y(0) = Jl@t e) M log 3 (z + €)[smn = 5o <o

This gives (i) of Definition 1.1.

Noting that ha(r) < hy(r) = (1 4+ r)® for any a > 0, (4¢) and (4i7) of Definition 1.1 follows
for h and h? from our result for h;. Hence, h = hy is a well-posedness growth bound.

To obtain (1.3), we make the change of variables, w = 1/s, giving

H(r)= /0i h%(1/w) dw := /Ollogé (e—i— i}) dw.

Now, if w < 1/e then
1 1 1 (2
log? (e—i— ) < log? <>
w w
so for r > e,

— L log ) - Vet Vg (1) + V7 = L /log (31) + v/ erfe y/Tog (2,

S =

where

2 T
erf(r) := ﬁ/o e ds, erfe(r) =1 — erf(r).
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From the well-known inequality, erfc(r) < e, it follows that for r > e,

e

T
2r

H(r) < % log (2r) +

If w > 1/e then

1
log% <e + > < log% (2¢)
w

so that for r < e,

H(r):/oeh2(1/w)dw+[ h2(1/w)dng(e)+[1ogé (2¢) du

1 1
1 - log? (2 log? (2
< - log(2e)+f+1ogé(26)e r_ v log(2) _log? (2¢)
(& (& T

e 2e T T
In the final inequality, we used that
ﬁ <1l<
2e

We see, then, that an inequality that works for all » > 0 is

H(r) < 2\/log(2e+2r)'

r

log% (2¢)

This bound on H gives
B(r) < 2(1+rH(r2)%)r < 2(1 + 4log(2e + 2r2))r
< C(1+logle+r))r=:pu(r).
Then 1(0) = 0, p is continuous, and y is convex, since p”(r) = C(r + 2¢)/(e +r)? > 0.

Finally,
/°° dr 1/°° dr 1/°° dr
> = 7 >z
1 (T+logle+r))r — 2 )1 (logle+7)r — 2 Jopqrlogr

1 /°° dx
= — _— = 007
2 log(e+1) T

where we made the change of variables, z = logr. This shows that (1.3) holds. 0
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