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HANTAEK BAE AND JAMES P KELLIHER

Abstract. In 1991, Chemin proved that vorticity possessing negative Hölder regularity in
directions given by a sufficient family of vector fields (striated regularity) maintains such
regularity for all time when measured against the push-forward of those vector fields under
the flow map for a solution to the 2D Euler equations. We give an alternative proof, in 2D
and 3D, largely following an approach of Ph. Serfati 1994, and establish the propagation of
striated regularity of the Lagrangian velocity.
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1. Introduction

The Euler equations in velocity form (without forcing) on Rd, d ≥ 2, can be written, ∂tu+ (u · ∇)u+∇p = 0,
div u = 0,
u(0) = u0,

(1.1)

where u is the velocity field, p is the pressure, and u0 is the divergence-free initial velocity.
These equations model the flow of an incompressible inviscid fluid.

Throughout this paper we fix α ∈ (0, 1).

The fundamental well-posedness (though not in the sense of Hadamard) result in Hölder
spaces is given in the following theorem:

Theorem (Lichtenstein 1925, 1927, 1928; Gunther 1927, 1928; Wolibner 1933). Assume
that u0 ∈ C1,α(Rd), d = 3. There exists a unique solution to the Euler equations with
u ∈ L∞(0, T ;C1,α) for some T > 0. When d = 2, T can be taken arbitrarily large.
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The 3D result goes back to papers of Lichtenstein and Gunther [15, 16, 17, 18, 9, 10, 11],
the 2D result is due to Wolibner [24]. We mention also Chemin’s proof in [4].

In this paper, we will show that, in fact, such well-posedness can be obtained assuming
C1,α regularity of the velocity only in directions given by a sufficient family of vector fields. To
describe this result, we first need to review the vorticity formulation of the Euler equations,
introduce the flow map associated to the Eulerian velocity along with the pushforward of a
velocity field by the flow map, and define some function spaces on families of vector fields.

We define the vorticity in any of three different ways as follows:

d = 2 : ω = ω(u) := ∂1u
2 − ∂2u

1,

d = 3 : ~ω = ~ω(u) := curlu,

d ≥ 2 : Ω = Ω(u) := ∇u− (∇u)T ;

Ωj
k = ∂ku

j − ∂juk.

(1.2)

When working exclusively in 2D, it is always most convenient to use the first definition.
Even specialized to 3D, most of our computations are more easily accomplished using the
third definition than the second. When we express results or give proofs that apply to
all dimensions d ≥ 2 we will use the third form; when specializing to 2D we will use the
first. A similar comment applies to the expressions that appear below in (1.3) and (1.4),
Propositions 4.1 and 4.2, and Corollary 4.3.

Taking the vorticity of (1.1)1, we obtain the vorticity equations,

d = 2 : ∂tω + u · ∇ω = 0,

d = 3 : ∂t~ω + u · ∇~ω = ~ω · ∇u,
d ≥ 2 : ∂tΩ + u · ∇Ω + Ω · ∇u = 0.

(1.3)

To turn (1.3) into a vorticity formulation, the velocity is recovered from the vorticity
using the Biot-Savart law. Letting Fd be the fundamental solution of the Laplacian in Rd
(∆Fd = δ), we can write this as

d = 2 : u = K ∗ ω, K := ∇⊥F2 := (−∂2F2, ∂1F2),

d ≥ 2 : uj = Kk
d ∗ Ωj

k, Kd := ∇Fd,
(1.4)

where here and in all that follows we implicitly sum over repeated indices. For d = 2, 3,

F2(x) =
1

2π
log |x| , K2(x) =

1

2π

x

|x|2
, K(x) =

1

2π

x⊥

|x|2
,

F3(x) = − 1

4π |x|
, K3(x) =

1

4π

x

|x|3
,

(1.5)

where x⊥ := (−x2, x1).
Suppose that u is sufficiently regular that it has a unique associated flow map η,

∂tη(t, x) = u (t, η(t, x)) , η(0, x) = x. (1.6)

Let Y0 be a vector field on Rd and define the pushforward of Y0 by

Y (t, η(t, x)) := (Y0(x) · ∇)η(t, x). (1.7)

This is just the Jacobian of the diffeomorphism η(t, ·) multiplied by Y0. Equivalently,

Y (t, x) = η(t)∗Y0(t, x) := (Y0(η−1(t, x)) · ∇)η(t, η−1(t, x)).
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For a d×d matrix M , let cofacM be its cofactor matrix; thus, (cofacM)ij = (−1)i+j times

the (i, j)-minor of M (the determinant of the (d−1)× (d−1) matrix formed by removing the
i-th row and j-th column). For any Y1, · · · , Yd−1 in Rd, we define ∧i<dYi to be the vector, Z,
appearing in the last column of the cofactor matrix,

cofac
(
Y 1 Y 2 · · · Y d−1 Z

)
.

Note that the last column of this cofactor matrix depends only upon Y 1, . . . , Y d−1, so this
uniquely defines Z. (There are various equivalent ways to define ∧i<dYi, as, for instance, in
[6].) Specifically, in 2D and 3D,

∧i<2Yi = Y ⊥1 := (−Y 2
1 , Y

1
1 ), d = 2,

∧i<3Yi = Y1 × Y2, d = 3.

Let Y = (Y (λ))λ∈Λ be a family of vector fields on Rd indexed over the set Λ. For any
function f on vector fields (such as div), define

f(Y) :=
(
f(Y (λ))

)
λ∈Λ

.

For example, if Ω is as in (1.2), then for j, k = 1, . . . , d,

div(Ωj
kY) =

(
div
(

Ωj
k(Y

(λ))
))

λ∈Λ
.

For any Banach space, X, define

‖f(Y)‖X := sup
λ∈Λ

∥∥∥f (Y (λ)
)∥∥∥

X
.

When ‖f(Y)‖X <∞ we say that f(Y) ∈ X. Define,

d = 2 : I(Y) := inf
x∈R2

sup
λ∈Λ

∣∣∣Y (λ)(x)
∣∣∣ ,

d ≥ 2 : I(Y) := min

{
inf
x∈Rd

sup
λ∈Λ

∣∣∣Y (λ)(x)
∣∣∣ , inf
x∈Rd

sup
λ1,...,λd−1∈Λ

∣∣∣∧j<dY (λj)(x)
∣∣∣} . (1.8)

We define the pushforward, Y, of the family Y0 by

Y(t) = (Y (λ)(t))λ∈Λ, Y (λ)(t, η(t, x)) := (Y
(λ)

0 (x) · ∇)η(t, x). (1.9)

We call Y0 a sufficient Cα family of vector fields if

Y0 ∈ Cα, divY0 ∈ Cα, and I(Y0) > 0.

We will see that the pushforward, Y(t), of Y0 will remain a sufficient family for all time for
d = 2 and for short time for d ≥ 3, though the bound on I(Y(t)) will increase with time.

We can now state our main results, Theorems 1.1 to 1.3. We note that Theorem 1.1
precisely states the well-posedness of the Euler equations assuming C1,α regularity of the
velocity only in directions given by a sufficient family of vector fields.

Theorem 1.1. Let Y0 be a sufficient Cα family of vector fields in Rd, d ≥ 2. Assume that
Ω(u0) ∈ L1 ∩ L∞(Rd) and Y0 · ∇u0 ∈ Cα. Then for some T > 0, T being arbitrarily large
when d = 2, there exists a unique (see Remark 1.8) solution to the Euler equations, with
Y · ∇u ∈ L∞(0, T ;Cα). Moreover, we have the following estimates:

‖∇u(t)‖L∞ ≤ c2e
c1t, (1.10)

‖Y(t)‖Cα ≤ c3e
c1ec1t , (1.11)
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‖divY(t)‖Cα ≤ ‖divY0‖Cα e
ec1t , (1.12)

‖div(Ωj
kY)(t)‖Cα−1 ≤ c3e

c1ec1t ∀ j, k, (1.13)

‖Y · ∇u(t)‖Cα ≤ c4e
c1ec1t , (1.14)

‖∇η(t)‖L∞ , ‖∇η
−1(t)‖L∞ ≤ ec1e

c1t
, (1.15)

I(Y)(t) ≥ I(Y0)e−c1e
c1t
. (1.16)

Here,

c1 :=
C

α
, c2 :=

C

α2
, c3 :=

C

α(1− α)
, c4 :=

C

α2(1− α)
.

The constant C = C(u0,Y0) depends on u0 and Y0; specifically, on ‖Ω0‖L1∩L∞, ‖Y0 · ∇u0‖Cα,
‖Y0‖Cα, ‖divY0‖Cα, I(Y0)−1. In each case, C increases with each of these quantities. In
3D, c1 through c4 also have an additional dependence on T .

Theorem 1.2. [Serfati [22] (in 2D)] Let u be the solution given by Theorem 1.1 for d = 2.
There exists a matrix A(t) ∈ Cα(R2) such that for all t ≥ 0,

‖A(t)‖Cα , ‖∇u(t)− ω(t)A(t)‖Cα ≤ c5e
c1ec1t , (1.17)

where c1 is in Theorem 1.1 and

c5 :=
C(u0,Y0)

α4(1− α)4
.

When d = 3, the same result holds, though now we have A(t)Ω(t) in place of ω(t)A(t). In
3D, c5 also has an additional dependence on T .

Theorem 1.3. Let Y be a sufficient family of Cα vector fields and Ω ∈ L1 ∩ L∞(Rd). Then

Y · ∇u ∈ Cα ⇐⇒ div(ωY) ∈ Cα−1 d = 2,

Y · ∇u ∈ Cα ⇐⇒ div(Ωj
kY) ∈ Cα−1 ∀ j, k, d ≥ 2.

(1.18)

Theorem 1.3 is very close to Lemma 4.6 in Fanelli’s [7], and indeed follows from that lemma
combined (for the forward implications) with Proposition 6.2, below—see Section 6. The
backward implications in (1.18) are implicit in the proofs in [2, 3, 4, 22, 6] (see Remark 1.7).

Theorem 1.3 allows us to rephrase our striated regularity results in Lagrangian form. Define
the Lagrangian velocity,

v(t, x) := u(t, η(t, x)).

A classical calculation using the chain rule gives, for any Y0 ∈ Y0,

Y0(x) · ∇v(t, x) = (Y · ∇u)(t, η(t, x)).

Thus (see (2.5)),

‖Y0 · ∇v(t)‖Cα ≤ ‖(Y · ∇u)(t)‖Cα ‖∇η(t)‖αL∞ .

As a simple corollary of Theorem 1.1, then, we see that the striated regularity of the La-
grangian velocity is propagated over time:

Corollary 1.4. Making the assumptions in Theorem 1.1, Y0 · ∇v(t) remains in Cα for all
time in 2D and up to time T for d ≥ 3.
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The equivalence of striated regularity of the initial vorticity and velocity in Theorem 1.3
yields an immediate proof of Theorem 1.1 when combined with the following two existing
results for the propagation of regularity of striated vorticity.

Theorem 1.5. [Chemin [4]] Let Y0 be a sufficient Cα family of vector fields in R2. Assume
that ω(u0) ∈ L1 ∩ L∞(R2) and div(ω0Y0) ∈ Cα−1. (The negative Hölder space, Cα−1, is
defined in Section 2.) Then there exists a unique global solution to the Euler equations, with
div(ω(t)Y(t)) ∈ L∞loc([0,∞);Cα−1).

Theorem 1.6. [Danchin [6]] Let Y0 be a sufficient Cα family of vector fields in Rd, d ≥ 3.

Assume that Ω(u0) ∈ L1 ∩ L∞(Rd) and div(Ωj
k(u0)Y0) ∈ Cα−1(Rd) for all j, k. Then for

some T > 0 there exists a unique solution to the Euler equations, with div(Ωj
k(u(t))Y(t)) ∈

L∞(0, T ;Cα−1) for all j, k.

Remark 1.7. As part of the proofs of Theorems 1.5 and 1.6 in [4, 6], it is shown that
Y · ∇u ∈ L∞(0, T ;Cα). Some form of all the estimates stated in (1.10) through (1.16) are
also obtained, some implicitly, though the specific dependence on α is not noted.

Remark 1.8. For uniqueness in Theorems 1.1 and 1.6 for d = 2 and in Theorem 1.5, the
condition that ω ∈ L∞(0, T ;L1 ∩ L∞) suffices, by Yudovich [25]. For higher dimension,
a uniqueness condition that suffices for Theorems 1.1 and 1.6 is that u ∈ L∞(0, T ;Lip) ∩
C(0, T ;H1), as established in [6]. The family Y itself clearly cannot enter into any uniqueness
criterion.

The 2D striated regularity result was first proved by Chemin in [2, 3]. Serfati in [22] also
obtained the equivalent of Theorem 1.5, using a different approach, and gave the 2D version
of Theorem 1.2. In each of these works, the initial vorticity was assumed to have striated
regularity in a portion of the plane as described by a single non-vanishing vector field, and
to have Cα regularity elsewhere. The use of a family of vector fields to characterize striated
regularity throughout the plane was a later refinenement of Chemin: we give in Theorem 1.5
the result as it appears in [4]. (The use of a family of vector fields adds some bookkeeping
to the proofs, but the heart of the matter was already addressed in [2].)

In dimensions 2 and higher, Theorem 1.6 is as stated (essentially) in [6] (recently extended
to nonhomogeneous incompressible fluids by Fanelli in [7]). See also [8, 21, 12].

We give proofs of Theorems 1.5 and 1.6 following Serfati’s approach to 2D Euler in [22].
The proof is self-contained in 2D, though in 3D we use an estimate on vortex stretching in
dimensions 3 and higher from [6]. We present the full details in 2D, but just outline what is
different in the higher-dimensional argument.

We close this introduction by observing a simple consequence of Theorem 1.2: the local
propagation in 2D of Hölder regularity stated in Theorem 1.9.

Theorem 1.9. [2D] Let ω0, Y0 be as in Theorem 1.2. If ω0 ∈ Cα(U) for some open subset
U of R2 and α ∈ [0, 1) then ω(t) ∈ Cα(Ut) for all t, with

‖ω(t)‖Cα(Ut)
≤ ‖ω0‖Cα(U) e

αc1ec1t , (1.19)

where Ut = η(t, U). Further,

‖∇u(t)‖Cα(Ut)
≤ c5

(
1 + ‖ω0‖Cα(U)

)
ec1e

c1t
. (1.20)

The constants c1 and c5 are as in Theorem 1.2.



6 HANTAEK BAE AND JAMES P KELLIHER

Proof. For any x, y ∈ Ut,

|ω(t, x)− ω(t, y)|
|x− y|α

=

∣∣ω0(η−1(t, x))− ω0(η−1(t, y))
∣∣

|η−1(t, x)− η−1(t, y)|α

(∣∣η−1(t, x)− η−1(t, y)
∣∣

|x− y|

)α
.

Together with (1.15) this gives (1.19) (a bound that would hold for any Lipschitz velocity
field). The bound in (1.20) then follows from (1.17). �

Theorem 1.9 improves, for initial data having striated regularity, existing estimates of local
propagation of Hölder regularity for bounded initial vorticity. For instance, Proposition 8.3
of [19] would only give ∇u(t) ∈ Cαloc(Ut).

This paper is organized as follows. In Section 2, we fix some notation and make a few defi-
nitions. We develop the basic estimates we need on singular integrals in Section 3. Section 4
includes a number of lemmas centered around ∇u, these lemmas being central to the proofs
of all of our results. Our proofs of Theorems 1.3, 1.5, and 1.6 all rely upon a linear algebra
lemma of Serfati’s to obtain a refined estimate on ∇u in L∞. We present this lemma in
Section 5. The proof of Theorem 1.3, giving the equivalence of striated regularity of velocity
and vorticity, is presented in Section 6. In Section 7, we give the proof of Theorem 1.2 in 2D,
giving the 3D proof in Section 8.

With Section 8, we have a complete proof of our main results: we directly proved Theo-
rems 1.2 and 1.3, and Theorem 1.1 follows from Theorem 1.3 applied to Theorems 1.5 and 1.6
of [2, 3, 4, 6]. In Section 9 we begin a direct proof of Theorem 1.5, following [22]. From this
we derive, as well, the specific estimates stated in (1.10) through (1.16).

The subject of Section 9 is the transport equations of a vector field Y0 ∈ Y0 as well
as the propagation of regularity of div(ωY ). Section 10 contains the body of the proof of
Theorem 1.5. In Section 11 we outline the changes to the proof of Theorem 1.5 needed to
obtain Theorem 1.6 for d ≥ 3.

Finally, in Appendix A, we discuss our use of weak transport equations.

2. Notation, conventions, and definitions

We define ∇u, the Jacobian matrix of u, as the d× d matrix with

(∇u)ij = ∂ju
i

and define the gradient of other vector fields in the same manner. We follow the common
convention that the gradient and divergence operators apply only to the spatial variables.

We write C(p1, . . . , pn) to mean a constant that depends only upon the parameters p1, . . . , pn.
We follow the convention that such constants can vary from expression to expression and even
between two occurrences within the same expression. We will make frequent use of constants
of the form,

cα := C(ω0,Y0)α−1, Cα := C(ω0,Y0)α−1(1− α)−1, (2.1)

where C(ω0,Y0) is a constant that depends upon only ω0 and Y0.
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We define

Mm×n(R) = the space of all m× n real matrices,

M i
j = the element at the i-th row, j-th column of M ∈Md×d(R),

Mj = the j-th column of M ∈Md×d(R),

M ·N =
∑
i,j

M i
jN

i
j =

∑
j

Mj ·Nj for all M,N ∈Mm×n(R).

Repeated indices appearing in upper/lower index pairs are summed over, but no summation
occurs if the indices are both upper or both lower.

We write |v| for the Euclidean norm of v = (v1, v2, · · · , vd), |v|2 = (v1)2 + (v2)2 + · · · (vd)2.
For M ∈Md×d(R), we use the operator norm,

|M | := max
|v|=1

|Mv| . (2.2)

Of course, all norms on finite-dimensional spaces are equivalent, so the choice of matrix norm
just affects the values of constants. Our choice has the convenient properties, however, that
it is sub-multiplicative, gives the identity matrix norm 1, and

|M | =
√

max eigenvalue of MM∗ ≤

 d∑
i,j=1

(M i
j)

2

 1
2

≤
√
d |M | , (2.3)

the first inequality being strict when M is nonsingular. If X is a function space, we define

‖v‖X := ‖|v|‖X , ‖M‖X := ‖|M |‖X .

Definition 2.1 (Hölder and Lipschitz spaces). Let α ∈ (0, 1) and U ⊆ Rd, d ≥ 1, be open.
Then Cα(U) is the space of all measurable functions for which

‖f‖Cα(U) := ‖f‖L∞(U) + ‖f‖Ċα(U) <∞, ‖f‖Ċα(U) := sup
x,y∈U
x 6=y

|f(x)− f(y)|
|x− y|α

.

For α = 1, we obtain the Lipschitz space, which is not called C1 but rather Lip(U). We
also define lip(U) for the homogeneous space. Explicitly, then,

‖f‖Lip(U) := ‖f‖L∞(U) + ‖f‖lip(U) , ‖f‖lip(U) := sup
x,y∈U
x 6=y

|f(x)− f(y)|
|x− y|

.

For any positive integer k, Ck+α(U) is the space of k-times continuously differentiable
functions on U for which

‖f‖Ck+α(U) :=
∑
|β|≤k

‖Dβf‖L∞(U) +
∑
|β|=k

‖Dβf‖Cα(U) <∞.

We define the negative Hölder space, Cα−1(U), by

Cα−1(U) = {f + div v : f, v ∈ Cα(U)},
‖h‖Cα−1(U) = inf{‖f‖Cα(U) + ‖v‖Cα(U) : h = f + div v; f, v ∈ Cα(U)}.

It follows immediately from the definition of Cα−1 that

‖div v‖Cα−1 ≤ ‖v‖Cα . (2.4)
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We also have the elementary inequalities,

‖f ◦ g‖Ċα ≤ ‖f‖Ċα ‖∇g‖
α
L∞ ,

‖fg‖Cα ≤ ‖f‖Cα ‖g‖Cα ,

‖1/f‖Ċα ≤
‖f‖Ċα

(inf |f |)2
.

(2.5)

Definition 2.2 (Radial cutoff functions). We make an arbitrary, but fixed, choice of a radially
symmetric function a ∈ C∞C (Rd) taking values in [0, 1] with a = 1 on B1(0) and a = 0 on
B2(0)C . For r > 0, we define the rescaled cutoff function, ar(x) = a(x/r), and for r, h > 0
we define

µrh = ar(1− ah).

Remark 2.3. When using the cutoff function µrh we will be fixing r while taking h → 0,
in which case we can safely assume that h is sufficiently smaller than r so that µrh vanishes
outside of (h, 2r) and equals 1 identically on (2h, r). It will then follow that

|∇µrh(x)| ≤ Ch−1 ≤ C |x|−1 for |x| ∈ (h, 2h),

|∇µrh(x)| ≤ Cr−1 ≤ C |x|−1 for |x| ∈ (r, 2r),

∇µrh ≡ 0 elsewhere.

Hence, also, |∇µrh(x)| ≤ C |x|−1 everywhere.

Definition 2.4 (Mollifier). Let ρ ∈ C∞C (Rd) with ρ ≥ 0 have ‖ρ‖L1 = 1 and be radially

symmetric. For ε > 0, define ρε(·) = (ε−d)ρ(·/ε).

Definition 2.5 (Principal value integral). For any measurable integral kernel, L : Rd×Rd →
R, and any measurable function, f : Rd → R, define the integral transform L[f ] by

L[f ](x) := p. v.

∫
Rd
L(x, y)f(y) dy := lim

h→0+

∫
|x−y|>h

L(x, y) f(y) dy,

whenever the limit exists.

Finally, we give the form of Gronwall’s lemma that we will need.

Lemma 2.6 (Gronwall’s lemma and reverse Gronwall’s lemma). Suppose h ≥ 0 is a contin-
uous nondecreasing or nonincreasing function on [0, T ], g ≥ 0 is an integrable function on
[0, T ], and

f(t) ≤ h(t) +

∫ t

0
g(s)f(s) ds or f(t) ≥ h(t)−

∫ t

0
g(s)f(s) ds

for all t ∈ [0, T ]. Then

f(t) ≤ h(t) exp

∫ t

0
g(s) ds or f(t) ≥ h(t) exp

(
−
∫ t

0
g(s) ds

)
,

respectively, for all t ∈ [0, T ].
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3. Estimates on singular integrals

Because ∇u, via the Biot-Savart law (1.4), involves a singular integral, estimates on such
integrals are central to all of our results. In this section, we give the basic estimates we will
need for such integrals.

Lemma 3.1 is a fairly standard result on singular integral operators (so we suppress its
proof). We do not apply it directly, but rather indirectly through its corollary, Lemma 3.2.
Lemma 3.3 gives explicit estimates on the kernels to which we apply Lemma 3.2. We note
that one of these kernels is not derived from the Biot-Savart kernel.

Lemma 3.1. Let L : Rd × Rd → R be an integral kernel for which

‖L‖∗ := sup
x,y∈Rd

{
|x− y|d |L(x, y)|+ |x− y|d+1 |∇xL(x, y)|

}
<∞

and for which ∣∣∣∣p. v.∫
Rd
L(x, y) dy

∣∣∣∣ <∞ for all x ∈ Rd. (3.1)

Let L[f ] be as in Definition 2.5. Then∥∥∥∥p. v.

∫
Rd
L(x, y) [f(y)− f(x)] dy

∥∥∥∥
Ċαx

≤ Cα−1(1− α)−1 ‖L‖∗ ‖f‖Ċα . (3.2)

If

p. v.

∫
Rd
L(·, y) dy ≡ 0 (3.3)

then

‖L[f ]‖Ċα ≤ Cα
−1(1− α)−1 ‖L‖∗ ‖f‖Ċα . (3.4)

The inequality in (3.4) is a classical result relating a Dini modulus of continuity of f to a
singular integral operator applied to f in the special case where the modulus of continuity is
r 7→ Crα. (See, for instance, the lemma in [13], and note that applying that lemma to a Cα

function gives the same factor of α−1(1− α)−1 that appears in Lemma 3.1. This reflects the
fact that the integral transform in (3.2) applied to a C1-function gives only a log-Lipschitz
function, and applied to a C0-function yields no modulus of continuity.)

Lemma 3.2 allows us to bound the full Cα norm.

Lemma 3.2. Let L be as in Lemma 3.1 and suppose further that

‖L‖∗∗ := ‖L‖∗ + sup
x∈Rd

‖L(x, ·)‖L1(B1(x)C) <∞.

Then the conclusions of Lemma 3.1 hold with each Ċα replaced by Cα and ‖L‖∗ replaced by
‖L‖∗∗.



10 HANTAEK BAE AND JAMES P KELLIHER

Proof. In light of Lemma 3.1, we only need to bound the corresponding L∞ norms. We have,∥∥∥∥p. v.

∫
Rd
L(·, z) [f(z)− f(·)] dz

∥∥∥∥
L∞

≤ ‖f‖Ċα

∥∥∥∥∥ lim
h→0

∫
Bh(x)C∩B1(x)

|L(x, z)| |x− z|α dz

∥∥∥∥∥
L∞x

+ 2 ‖f‖L∞ sup
x∈R2

‖L(x, ·)‖L1(B1(x)C)

≤ ‖L‖∗ ‖f‖Ċα

∥∥∥∥∥ lim
h→0

∫
Bh(x)C∩B1(x)

|x− z|α−d dz

∥∥∥∥∥
L∞x

+ 2 ‖L‖∗∗ ‖f‖L∞

≤ Cα−1 ‖L‖∗∗ ‖f‖Cα .
�

We shall apply Lemma 3.2 to the kernels of Lemma 3.3. Note that for L2, we are actually
applying Lemma 3.1 to each of its components. Also, for no ε > 0 is L1 singular, but it
becomes singular in the limit as ε→ 0.

Lemma 3.3. Assume that Ω ∈ L1 ∩ L∞(Rd) and define the kernels,

(1) L1(x, y) = ρε(x− y)Ω(y);
(2) L2(x, y) = Ω(y)∇Kd(x− y).

Here, Kd = ∇Fd is the Biot-Savart kernel of (1.4) (in 2D, we can use K). Then ‖L1‖∗∗ ≤
C ‖Ω0‖L∞ for C independent of ε and ‖L2‖∗∗ ≤ CV (Ω) with

V (Ω) := ‖Ω‖L∞ +

∥∥∥∥p. v.

∫
Ω(y)∇Kd(x− y) dy

∥∥∥∥
L∞

. (3.5)

Proof. The bounds on the ∗-norms of L1 and L2 are easily verified, the key points being
their L1-bound uniform in x, the decay of Kd(x − y) and ∇xKd(x − y), and the scaling of
ρε(x− y) and ∇xρε(x− y) in terms of ε. The p. v. integral in (3.5) comes from the final term
in ‖L‖∗∗. �

Lemma 3.4. Let r ∈ (0, 1]. For all f ∈ Ċα(Rd), g ∈ L∞(Rd), we have∣∣∣∣∫ ∇[µrh∇Fd](x− y)(f(x)− f(y))g(y) dy

∣∣∣∣ ≤ Cα−1 ‖f‖Ċα ‖g‖L∞ r
α. (3.6)

For all f ∈ L∞(Rd), we have∣∣∣∣∫ (µrh∇Fd)(x− y)f(y) dy

∣∣∣∣ ≤ Cα−1 ‖f‖Cα−1 r
α. (3.7)

Proof. First observe that the integrals in (3.6) and (3.7) are well-defined because in both
cases, f is bounded on any compact subset of Rd and the kernels are locally integrable.

For (3.6), we have |∇[µrh∇Fd](x− y)| ≤ Cs−d by Remark 2.3 and |f(x)− f(y)| ≤ ‖f‖Ċα s
α,

where s = |x− y|. Hence,∣∣∣∣∫ ∇[µrh∇Fd](x− y)(f(x)− f(y))g(y) dy

∣∣∣∣ ≤ C ‖f‖Ċα ‖g‖L∞ ∫ r

h
s−dsαsd−1 ds

≤ Cα−1 ‖f‖Ċα ‖g‖L∞ r
α.

We now show (3.7). Since f ∈ L∞(Rd) ⊆ Cα−1(Rd), we see from Definition 2.1 that there
exist f0, f1 ∈ Cα with f = f0 + div f1 such that

‖f0‖Cα , ‖f1‖Cα ≤ 2 ‖f‖Cα−1 . (3.8)
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(The 2 could be any value greater than 1 by definition of the infimum.)
For f0, we have,∣∣∣∣∫ (µrh∇Fd)(x− y)f0(y) dy

∣∣∣∣ =

∣∣∣∣∫ (µrh∇Fd)(x− y)(f0(x)− f0(y)) dy

∣∣∣∣
≤ C ‖f0‖Ċα

∫ r

h
s−(d−1)sαsd−1 ds ≤ C ‖f0‖Ċα r

α+1 ≤ C ‖f0‖Cα r
α+1

≤ C ‖f‖Cα−1 r
α+1 ≤ C ‖f‖Cα−1 r

α.

The equality in the first step holds because the mean value of the kernel is zero. In the final
inequality, we used (3.8). Observe that div f1 ∈ L∞, since f, f0 ∈ L∞. This gives us sufficient
regularity to integrate by parts and use (3.6) to obtain∣∣∣∣∫ (µrh∇Fd)(x− y) divy f1(y)) dy

∣∣∣∣
=

∣∣∣∣∫ (µrh∇Fd)(x− y)(divy (f1(y)− f1(x)) dy

∣∣∣∣
=

∣∣∣∣∫ ∇[µrh∇Fd](x− y)(f1(x)− f1(y)) dy

∣∣∣∣ ≤ Cα−1 ‖f1‖Ċα r
α

≤ Cα−1 ‖f1‖Cα r
α ≤ Cα−1 ‖f‖Cα−1 r

α,

where we use (3.8) at the end. Since∣∣∣∣∫ (µrh∇Fd)(x− y)f(y) dy

∣∣∣∣ ≤ ∣∣∣∣∫ (µrh∇Fd)(x− y)f0(y) dy

∣∣∣∣+∣∣∣∣∫ (µrh∇Fd)(x− y) div f1(y) dy

∣∣∣∣ ,
adding the bounds for these two integrals yields (3.7). �

4. Lemmas involving the velocity gradient

In this section we give the lemmas involving ∇u that we will need.
Proposition 4.1 is a standard way of expressing ∇u; it is, in fact, the decomposition of ∇u

into its antisymmetric and symmetric parts. It follows, for instance, from Proposition 2.17
of [19].

In Proposition 4.2, we inject the Cα-vector field Y into the formula given in Proposi-
tion 4.1; the expression that results lies at the heart of the proofs of Theorems 1.3, 1.5,
and 1.6, via Corollary 4.3, and the proof of Theorem 1.2, via Corollary 4.6. Proposition 4.7
justifies switching between two ways of calculating principal value integrals. Proposition 4.5
and Lemma 4.4 are used in the proofs of these results; Proposition 4.5 is also used directly
in the proof of Theorem 1.5. We leave the proofs of Propositions 4.2 and 4.7 to the reader.

Recall the definitions of K and Kd in (1.4). We note that ∇Kd is a symmetric matrix.

Proposition 4.1. Let u be a divergence-free vector field vanishing at infinity with vorticity
Ω ∈ L1 ∩ L∞(Rd). Then

d = 2 : ∇u(x) =
ω(x)

2

(
0 −1
1 0

)
+ p. v.

∫
∇K(x− y)ω(y) dy,

d ≥ 2 : ∇u(x) = ∂ju
i(x) =

Ω(x)

2
+ p. v.

∫
Ω(y)∇Kd(x− y) dy;

(∇u)ij(x) = ∂ju
i(x) =

Ωi
j(x)

2
+ p. v.

∫
∂i∂kFd(x− y)Ωj

k(y) dy.
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The first term is the antisymmetric, the second term the symmetric part of ∇u(x).

In Proposition 4.1, the principal value integral is a singular integral operator, which is
well-defined as a map from Lp to Lp for any p ∈ (1,∞). (See, for instance, Theorem 2
Chapter 2 of [23].)

Proposition 4.2. Let Ω ∈ L1 ∩ L∞(Rd) and let Y be a vector field in Cα(Rd). Then

d = 2 : p. v.

∫
∇K(x− y)Y (y)ω(y) dy = −ω(x)

2

(
0 −1
1 0

)
Y (x) + [K ∗ div(ωY )] (x),

d ≥ 2 :

[
p. v.

∫
Ω(y)∇Kd(x− y)Y (y) dy

]j
= −(Ω(x)Y (x))j

2
+
[
Kk
d ∗ div(Ωj

kY )
]

(x).

Corollary 4.3. Let Ω ∈ L1 ∩ L∞(Rd) and let Y be a vector field in Cα(Rd). Then

d = 2 : Y (x) · ∇u(x) = p. v.

∫
∇K(x− y) [Y (x)− Y (y)]ω(y) dy + [K ∗ div(ωY )] (x),

d ≥ 2 : [Y (x) · ∇u(x)]j =

[
p. v.

∫
Ω(y)∇Kd(x− y) [Y (x)− Y (y)] dy

]j
+
[
Kk
d ∗ div(Ωj

kY )
]

(x).

Moreover, for d = 2,∥∥∥∥p. v.

∫
∇K(x− y) [Y (x)− Y (y)]ω(y) dy

∥∥∥∥
Cα
≤ CV (ω) ‖Y ‖Cα ,

V (ω) being given in (3.5). The analogous bound holds for d ≥ 3.

Proof. The expression for Y (x) · ∇u(x) follows from comparing the expressions in Proposi-
tions 4.1 and 4.2. The Cα-bound follows from applying Lemma 3.1 and Lemma 3.2 with the
kernel L2 of Lemma 3.3. �

Lemma 4.4. Let Z be a vector field in L1 ∩ L∞(R2). Then

K ∗ divZ = Z⊥ − (K ∗ curlZ)⊥.

Proof. A direct calculation shows that as tempered distributions, the divergence of each side
is zero, while the curl of each side is divZ. Since each side decays at infinity, it follows that
the two sides are equal (see, for instance, Proposition 1.3.1 of [4]). �

Proposition 4.5. If Z ∈ (L1 ∩L∞)(Rd) and divZ ∈ Cα−1(Rd), then ∇Fd ∗ divZ ∈ Cα(Rd)
(equivalently, K ∗ divZ ∈ Cα(R2), for d = 2). Moreover,

‖∇Fd ∗ divZ‖Cα ≤ C (‖Z‖L1∩L∞ + ‖divZ‖Cα−1) . (4.1)

We also have divZ ∈ Cα−1(Rd) if ∇Fd ∗ divZ ∈ Cα(Rd) (equivalently, K ∗ divZ ∈ Cα(R2),
for d = 2) and

‖divZ‖Cα−1 ≤ ‖∇Fd ∗ divZ‖Cα . (4.2)

Proof. Suppose that Z ∈ (L1 ∩ L∞)(Rd) with divZ ∈ Cα−1(Rd). We have,

∇Fd ∗ divZ = m(D) divZ = ni(D)Zi,

where m and ni, i = 1, 2, · · · , d, are the Fourier-multipliers,

m(ξ) =
ξ

|ξ|2
, ni(ξ) =

ξiξ

|ξ|2
,
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up to unimportant multiplicative constants. We can thus write∇Fd∗divZ using a Littlewood-
Paley decomposition in the form,

∇Fd ∗ divZ =
∑
j≥−1

∆jm(D) divZ = ∆−1ni(D)Zi +
∑
j≥0

∆jm(D) divZ, (4.3)

where ∆j are the nonhomogeneous Littlewood-Paley operators (dyadic blocks). We use the
notation of [1] and refer the reader to Section 2.2 of that text for more details. The sum in (4.3)
will converge in the space S ′(Rd) of Schwartz-class distributions as long as divZ ∈ S ′(Rd).

Now, for any noninteger r ∈ [−1,∞),

sup
j≥−1

2jr ‖∆jf‖L∞

is equivalent to the Cr norm of f (see Propositions 6.3 and 6.4 in Chapter II of [5], which
apply to all d ≥ 2). Also,

‖∆−1ni(D)f‖L∞ ≤ C ‖f‖L2 ≤ C ‖f‖L1∩L∞ , ‖∆jm(D)f‖L∞ ≤ C2−j ‖∆jf‖L∞

for j ≥ 0 and i = 1, 2. These inequalities follow from Lemma 2.1 and Lemma 2.2 of [1].
Hence,

‖∇Fd ∗ divZ‖Cα ≤
∥∥∆−1ni(D)Zi

∥∥
L∞

+ sup
j≥0

2jα ‖∆jm(D) divZ‖L∞

≤ C‖Z‖L2 + sup
j≥0

2j(α−1) ‖∆j divZ‖L∞ ≤ C‖Z‖L1∩L∞ + C ‖divZ‖Cα−1 ,

which gives the inequality in (4.1).
Conversely, assume that v := ∇Fd ∗ divZ ∈ Cα(Rd). Then,

div v = ∆Fd ∗ divZ = divZ.

Therefore, we conclude that divZ ∈ Cα−1(Rd) and obtain the inequality in (4.2). �

Corollary 4.6. [2D] Let ω ∈ L1 ∩ L∞(R2) and let Y be a vector field in Cα(R2) with
div(ωY ) ∈ Cα−1. Then

Y ⊥(x) · ∇u(x) = p. v.

∫
∇K(x− y)

[
Y ⊥(x)− Y ⊥(y)

]
ω(y) dy + [K ∗ div(ωY )]⊥ (x)− ωY (x).

Moreover,

‖Y ⊥ · ∇u+ ωY ‖Cα ≤ CV (ω) ‖Y ‖Cα + C‖ div(ωY )‖Cα−1 .

Proof. Applying Lemma 4.4 with Z = ωY ⊥ gives

K ∗ div(ωY ⊥) = (ωY ⊥)⊥ − (K ∗ curl(ωY ⊥))⊥ = −ωY + (K ∗ div(ωY ))⊥.

Applying Corollary 4.3 with Y ⊥ in place of Y then gives the expression for Y ⊥·∇u, and the Cα

bound on Y ⊥ ·∇u+ωY follows as in the proof of Corollary 4.3, and using Proposition 4.5. �

Proposition 4.7. Let f ∈ Cβ(Rd) for β > 0 be. Then for all r > 0.

p. v.

∫
(arK)(x− y)f(y) dy = lim

h→0
∇(µrhK) ∗ f(x),

where ar and µrh are defined in Definition 2.2.
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5. Serfati’s linear algebra lemma

In this section we state and prove a simple linear algebra lemma due to Serfati. (The authors
are not aware of earlier versions of similar lemmas. This lemma is key in Serfati’s approach; it
does not appear, for instance, in Chemin’s approach in [2, 3].) This lemma will be used both
in establishing the equivalence of striated vorticity and velocity in Section 6 and in proving
the propagation of striated vorticity in Sections 10 and 11.

The 2D version of Lemma 5.1 appeared, in slightly different form, in [22]. A version for
d ≥ 2 appeared in Serfati’s doctoral thesis, [20], and in [21].

In our application of Lemma 5.1, the vectorsM1, . . . ,Md−1 will represent the d−1 directions
in which we have some regularity of the vorticity. This will give us control of BMi for i < d.
Separate control on trB will then allow us to bound the full matrix, B.

Lemma 5.1. For any symmetric B ∈Md×d(R), d ≥ 1, we have

|B| ≤ P (M1, . . . ,Md−1)

|∧i<dMi|4
d−1∑
i=1

|BMi|+ d |trB| , (5.1)

where M1, . . . ,Md−1 are any linearly independent vectors in Rd and P is a polynomial of
degree 3d− 2.

Proof. Let

Z =
∧
i<d

Mi

and form the matrix M by column as

M :=
[
M1 · · · Md−1 Z

]
.

Note that Z is the last column of M , the cofactor matrix of M (as in our definition of the
wedge product itself in Section 1, this is not a circular definition). Expanding about the last
column of M , we see that

|Z|2 = detM 6= 0,

because we assumed that M1, . . . ,Md−1 are linearly independent.
Now,

MMT = MMT = detM I,

from which it follows that

B =
M

(detM)2
DMT , D := MTBM. (5.2)

Then, noting that Di
j = Mi ·BMj , we can write,

D =


M1 ·BM1 · · · M1 ·BMd

.

.

.
Md−1 ·BM1 · · · Md−1 ·BMd

Md ·BM1 · · · Md ·BMd

 .
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Because B is symmetric, so is D. Hence, we can replace Mj ·BMd in the final column with

Md ·BMj , eliminating BMd from all but Dd
d = Md ·BMd. For Dd

d, we calculate,

Md ·BMd = Md ·BMd =

d∑
i=1

M i ·BMi −
d−1∑
i=1

M i ·BMi =

d∑
i=1

M i ·BMi −
d−1∑
i=1

Mi ·BMi,

where we used that Md = Md(= Z). But,

d∑
i=1

M i ·BMi =

d∑
i=1

(MTBM)ii = tr(MTBM) = tr(MMTB) = ddetM trB,

since tr(DE) = tr(ED) for any D, E in Md×d(R). So,

Md ·BMd = ddetM trB −
d−1∑
i=1

Mi ·BMi,

We conclude that

D = D1 + ddetM trBD2,

where

D1 :=


M1 ·BM1 · · · Md ·BM1

.

.

.
Md−1 ·BM1 · · · Md ·BMd−1

Md ·BM1 · · · −
∑d−1

i=1 Mi ·BMi

 , D2 :=


0 · · · 0

.

.

.
0 · · · 0
0 · · · 1

 .

For any E,F ∈Md×d(R),

(ED2F )ij = Eik(D2)k`F
`
j = EidF

d
j = Ed · F d,

we see that

M

(detM)2
(ddetM trBD2)MT = d

Md(M
T )d

detM
trB = d

|Md|
2

detM
trB = d trB,

where we used that |Md|
2 = |Z|2 = detM .

This gives the form of the bound on |B| in (5.1). Noting that Md is of degree d− 1 while
Mj is of degree 1 for j < d, we see that the highest-order terms in P (M) are of degree 3d−2.
This completes the proof. �

6. Equivalence of striated vorticity and velocity

To prove Theorem 1.3, we first show that ∇u ∈ L∞. This can be done via a direct
calculation, simple in 2D, but substantially more involved in higher dimensions. The idea
behind this bound is that ∇u is bounded by assumption in the d − 1 directions determined
at any point by elements of Y, while the divergence-free condition on u along with the
boundedness of Ω are sufficient to control ∇u in L∞ in the remaining direction.

The proof we give, however, will rely instead on Lemma 5.1. This will allow us to obtain
the bound on ∇u ∈ L∞ very easily in a manner that works for all dimensions 2 and higher.
(We will use Lemma 5.1 again in the proofs of Theorems 1.5 and 1.6.)
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Remark 6.1. Observe that Y · ∇u = ∇uY . We write Y · ∇u when we wish to emphasize
the role of Y · ∇ as a directional derivative (as we do in all sections but this one). We write
∇uY when primarily performing linear algebra manipulations.

Proposition 6.2. Assume that Y · ∇u ∈ L∞(Rd), Ω ∈ L∞(Rd), and Y ∈ L∞(Rd). Then
∇u ∈ L∞.

Proof. Fix x ∈ Rd and let Y1, . . . , Yd−1 ∈ Y have lengths of at least I(Y) and be such that
|∧i<dYi| ≥ I(Y) as well. This is always possible by the definition of I(Y).

Now,

|∇u(x)| ≤ 1

2
|B|+ 1

2
‖Ω(u)‖L∞ ,

where B = ∇u(x) + (∇u(x))T . Since B is symmetric, we can apply Lemma 5.1 to bound it.
Since trB = 2 div u = 0, Lemma 5.1 gives

|B| ≤ P (Y1, . . . , Yd−1)

|∧i<dYi|4
d−1∑
i=1

|BYi| ≤ C
‖Y‖3d−2

L∞(Rd)

I(Y)4

d−1∑
i=1

|BYi| ≤ C(Y)

d−1∑
i=1

|BYi| .

But, writing B = 2∇u− (∇u− (∇u)T ) = 2∇u− Ω(u), we see that

|BYi| ≤ 2 ‖Y · ∇u‖L∞(Rd) + ‖Ω(u)‖L∞(Rd) ‖Y‖L∞(Rd) ,

which completes the proof. �

The forward implications in Theorem 1.3 follow from Lemma 4.6 of [7] combined with
Proposition 6.2, which in turn relies upon a key paraproduct estimate of Danchin’s in Section
2 of [6] . We give a self-contained, elementary proof below that uses, however, the additional
assumption in d ≥ 3 that ∇Y ∈ L∞(Rd). (Because we apply Theorem 1.3 only at the initial
time, the restriction that ∇Y ∈ L∞ would need only be imposed on the initial data—the
pushforward of the sufficient family need not be Lipschitz, nor should we expect it to be.)

Proof of Theorem 1.3. That div(ωY) ∈ Cα−1 =⇒ Y · ∇u ∈ Cα in 2D and that

div(Ωj
kY) ∈ Cα−1 ∀ j, k =⇒ Y · ∇u ∈ Cα in higher dimensions follow by applying Re-

mark 1.7 at t = 0. It remains to prove the forward implications in (1.18).
So assume that Y · ∇u ∈ Cα, imposing the additional assumption that ∇Y ∈ L∞(Rd), as

explained above.
If d = 2 then ∇u ∈ L∞ by Proposition 6.2, and div(ωY) ∈ Cα−1 follows immediately from

Corollary 4.3 and Proposition 4.5.
Now assume that d ≥ 3 and that Y is Lipschitz. We have, for any i, k,

∂k(Y · ∇u)i − ∂i(Y · ∇u)k ∈ Cα−1

by Lemma 6.4, below. But,

∂k(Y · ∇u)i − ∂i(Y · ∇u)k = ∂k(Y
j∂ju

i)− ∂i(Y j∂ju
k)

= Y j∂j(∂ku
i − ∂iuk) + ∂kY

j∂ju
i − ∂iY j∂ju

k

= Y · ∇Ωi
k +

[
∇Y (∇u)T −∇u(∇Y )T

]i
k
.

Fix p ∈ (1,∞). Then ∇u ∈ Lp ∩ L∞ for any p ∈ (1, 2), because of Proposition 6.2
and because ‖∇u‖Lp ≤ C(p) ‖Ω‖Lp (a form of the Calderon-Zygmun inequality). Hence,[
∇Y (∇u)T −∇u(∇Y )T

]
∈ Lp ∩ L∞ ⊆ Cα−1, so that then Y · ∇Ωi

k ∈ Cα−1 for all i, k. But,

Y · ∇Ωi
k = div(Y Ωi

k)− (div Y )Ωi
k



STRIATED REGULARITY FOR THE EULER EQUATIONS 17

and div(Y )Ωi
k ∈ L1 ∩ L∞ ⊆ Cα−1. Hence, div(Y Ωi

k) ∈ Cα−1. �

Remark 6.3. It follows from the proof of Theorem 1.3, Lemma 4.6 of [7], and Proposition 6.2
that if Y · ∇u ∈ Cα then it must be that ∇Y (∇u)T −∇u(∇Y )T ∈ Cα−1.

We used the following simple lemma above:

Lemma 6.4. If f ∈ Cα then ∂jf ∈ Cα−1 with ‖∂jf‖Cα−1 ≤ ‖f‖Cα.

Proof. We have ∂jf = div(fej), where fej ∈ Cα. �

7. Higher regularity of corrected velocity gradient in 2D

To obtain Theorem 1.2, we need to construct a partition of unity associated to the sufficient
family of Cα vector fields, Y, as in the following proposition:

Proposition 7.1. Let Y = (Y (λ))λ∈Λ be a sufficient family of Cα vector fields. There exists
an R > 0, M0 = C(Y, α) > 0, and a partition of unity, (ϕn)n∈N, with the property that for
all n ∈ N,

‖ϕn‖Cα ≤M0,

∃Y ∈ Y such that |Y | > I(Y)/2 on suppϕn,

#{k ∈ N : suppϕn ∩ suppϕk 6= ∅} ≤ 2.

(7.1)

Proof. Because Y is Cα, there is a modulus of continuity that applies uniformly to all elements
of Y. It follows that there exists some R > 0 such that for any x ∈ R2 there exists some
Y ∈ Y such that |Y | > I(Y)/2 on BR(x).

Now let f ∈ C∞0 ((0, 1)) taking values in [0, 1] with f ≡ 1 on (1/2, 3/4). Then extend f to
be periodic on all of R. For any i, j ∈ Z define fij , gij ∈ C∞0 (R2) by

fij(x1, x2) = f(x1)f(x2) on [i, i+ 1]× [j, j + 1],

gij(x1, x2) = 1− f(x1)f(x2) on [i+
1

2
, i+

3

2
]× [j +

1

2
, j +

3

2
],

fij , gij = 0 elsewhere in R2.

Let (ϕn)n∈N consist of the collection of all the fij(·/R) and gij(·/R) functions indexed in an
arbitrary manner. It is easy to see that all the properties in (7.1) hold. �

From Proposition 7.1, with (1.15) and (2.5), Lemmas 7.2 and 7.3 follow easily. (Note that
(7.1)3 is critical to obtaining these bounds, though the 2 could be any finite number.)

Lemma 7.2. Let (fn)n∈N be a sequence of functions with fn ∈ Cα(supp(ϕn ◦ η−1)) for all n.
Then ∥∥∥∥∥∑

n∈N
ϕn(η−1)fn

∥∥∥∥∥
Cα(R2)

≤ CeeC(ω0,Y0)t
sup
n∈N
‖fn‖Cα(supp(ϕn◦η−1)) .

Lemma 7.3. Assume that ϕ ∈ C∞C (R2) takes values in [0, 1] and let f ∈ Cα(R2). Then

‖ϕf‖Cα(R2) ≤ ‖f‖L∞(suppϕ) + ‖ϕ‖Ċα ‖f‖Cα(suppϕ) .

We now have the machinery we need to prove Theorem 1.2 in 2D.
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Proof of Theorem 1.2 in 2D. For any n ∈ Z let Y 0
n ∈ Y0 be such that

∣∣Y 0
n

∣∣ > I(Y)/2 on

suppϕn, and let Yn be the pushforward of Y 0
n under the flow map, η. Define for all t ≥ 0,

An :=
1

|Yn|2

(
Y 1
n Y

2
n −(Y 1

n )2

(Y 2
n )2 −Y 1

n Y
2
n

)
, A :=

∑
n

ϕn(η−1)An, (7.2)

setting An = 0 outside of suppϕn. A simple calculation shows that

AnYn = 0, AnY
⊥
n = −Yn. (7.3)

Let Vn = suppϕn(η−1) and note that |Yn(t)| > I(Y(t))/2 on Vn for all n. Using (2.5),

‖An(t)‖Cα(Vn) ≤ ‖Yn(t)‖4Cα(Vn) /I(Y(t))2.

The bound on ‖A‖Cα in (1.17) follows, then, from Lemmas 7.2 and 7.3, (1.11), and (1.16).
By (7.3), (∇u − ωAn)Yn = ∇uYn ∈ Cα(Vn) with norm bounded uniformly over n by

Theorem 1.1. Also,

(∇u− ωAn)Y ⊥n = ∇uY ⊥n + ωYn ∈ Cα(Vn)

with norm bounded uniformly over n by Corollary 4.6 and Theorem 1.1. Since in the (or-
thogonal) basis, {Yn, Y ⊥n }, the matrix ∇u− ωAn is(

(∇u− ωAn)Yn
(∇u− ωAn)Y ⊥n

)T
,

and Yn ∈ Cα with ‖Yn‖Cα(Vn) uniformly bounded, it follows that ∇u − ωAn ∈ Cα(Vn) with

norm bounded uniformly over n. Hence, ∇u− ωA ∈ Cα with the bound in (1.17). �

8. Higher regularity of corrected velocity gradient in 3D

As in Section 7, we need a partition of unity, as provided by Proposition 8.1, the 3D analog
of Proposition 7.1.

Proposition 8.1. Let Y = (Y (λ))λ∈Λ be a 3D sufficient family of Cα vector fields. There
exists an R > 0, M0 = C(Y, α) > 0, and a partition of unity, (ϕn)n∈N, with the property that
for all n ∈ N,

‖ϕn‖Cα ≤M0,

∃Y1, Y2 ∈ Y such that |Y1| , |Y2| , |Y1 × Y2| > I(Y)/2 on suppϕn,

#{k ∈ N : suppϕn ∩ suppϕk 6= ∅} ≤ 2.

Proof. A minor variant of that of Proposition 7.1. �

For the remainder of this section, we give only the local argument, dealing with one pair
of vector fields Y1, Y2 ∈ Y satisfying |Y1| , |Y2| , |Y1 × Y2| ≥ I(Y)/2 on some open set, U =
suppϕk. This yields locally a matrix field which we will call, A. Piecing these matrices
together to form a single matrix field is done just as in Section 7, so we suppress the details.

Gram-Schmidt orthonormalization yields a Cα map, G, from {Y1, Y2} to {Y ′1 , Y ′2} that
makes {Y ′1 , Y ′2 , Y ′1 × Y ′2} an orthonormal frame on U in the standard orientation and is such
that ‖G‖Cα ≤ C ‖Y‖Cα . We suppress this map and simply relabel Y ′1 , Y

′
2 as Y1, Y2, so that

{Y1, Y2, Y1 × Y2} is an orthonormal frame.
We can decompose ~ω using our orthonormal frame as

~ω = a1Y1 + a2Y2 + a3Y1 × Y2, (8.1)

where each aj is a function of space.
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Proposition 8.2. Writing ~ω as (8.1), we have a3 ∈ Cα with ‖a3‖Cα ≤ 2 ‖Y ‖Cα ‖Y · ∇u‖Cα.

Proof. Fix a point x ∈ U and let Z1 = Y1(x), Z2 = Y2(x). (In effect, we are freezing the frame
as give at the point, x, and calculating the third component of the curl in an orthonormal
frame in the standard orientation.) Since {Z1, Z2, Z1 × Z2} is orthonormal, we have,

a3(x) = ∂Z1(u · Z2)− ∂Z2(u · Z1) = Z1 · ∇(u · Z2)− Z2 · ∇(u · Z1)

= (Z1 · ∇u) · Z2 − (Z2 · ∇u) · Z1 + (Z1 · ∇Z2 − Z2 · ∇Z1) · u
= (Y1(x) · ∇u) · Y2(x)− (Y2(x) · ∇u) · Y1(x).

The last equality holds because Z1, Z2 are constant throughout space. We conclude that

a3 = (Y1 · ∇u) · Y2 − (Y2 · ∇u) · Y1.

But, (Y1 · ∇u) · Y2 ∈ Cα since Y1 · ∇u ∈ Cα, Y2 ∈ Cα by assumption and Cα is an algebra.
Similarly, (Y2 · ∇u) · Y1 ∈ Cα. Hence, a3 ∈ Cα. �

To determine what form the matrix A might take, let us return for a moment to the
2D result of Section 7. There, we found that the irregularities in the velocity gradient
could be corrected by subtracting from it a matrix-multiple of the scalar vorticity; that is,
∇u − ωA ∈ Cα, where A ∈ Cα is given by (7.2). There is no correction in the tangential
direction, since ωAY = 0, and a correction tangential to the boundary in the normal direction.
Also, ωAY ⊥ = −ωY , so the discontinuity in ∇u in the normal direction is in the tangential
direction.

To extend this result to 3D, it will be more convenient to use (mostly) the vorticity in the
form of an antisymmetric matrix as opposed to a three-vector. Toward this end, observe that
in 2D, a simple calculation shows that

ωA =
∑
n

ϕn(η−1)

|Yn|2

(
(Y 1
n )2 Y 1

n Y
2
n

Y 2
n Y

1
n (Y 2

n )2

)
Ω =

[∑
n

ϕn(η−1)

|Yn|2
Yn ⊗ Yn

]
Ω. (8.2)

So if we had instead defined A to be equal to the expression in brackets on the right-hand
side we would have expressed our result in the form AΩ rather than ωA, and this form makes
sense in any number of dimensions.

The analog of the relations ωAY = 0, ωAY ⊥ = −ωY in 3D are that

AΩ(Y1 × Y2) = Ω(Y1 × Y2),

APspan{Y1,Y2}ΩY1 = a3Y2,

APspan{Y1,Y2}ΩY2 = −a3Y1,

(8.3)

where PV is projection into the subspace V . We derive such a matrix A in Proposition 8.4,
below, but first we show in Proposition 8.3 that (8.3) gives, in fact, the required properties.

To prove (8.3), we will find it useful to have a way to translate between the three-vector
and antisymmetric forms of the vorticity by defining, for any three-vector, ϕ =

〈
ϕ1, ϕ2, ϕ3

〉
,

Q(ϕ) =

 0 −ϕ3 ϕ2

ϕ3 0 −ϕ1

−ϕ2 ϕ1 0

 .

Then Q is a bijection from the space of 3-vectors to the space of antisymmetric 3×3 matrices.
A direct calculation shows that

Q(ϕ)v = ϕ× v (8.4)

for any three-vectors, ϕ, v.
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If V ⊆ R3 is a subspace, we define

PV Ω := Q(projV ~ω).

Proposition 8.3. Suppose that A ∈ Cα satisfies (8.3). Then

∇u−AΩ ∈ Cα.

Proof. Let V = span{Y1, Y2} so that V ⊥ = span{Y1 × Y2}. Then,

(∇u−AΩ)Y1 = (∇u−APV Ω)Y1 −APV ⊥ΩY1 = ∇uY1 − a3Y2 −APV ⊥ΩY1,

(∇u−AΩ)Y2 = (∇u−APV Ω)Y2 −APV ⊥ΩY2 = ∇uY2 + a3Y1 −APV ⊥ΩY2

by (8.3). But ∇uYj − APV ⊥ΩYj ∈ Cα since ∇uYj , A, Yj ∈ Cα by assumption and a3 ∈ Cα
and PV ⊥Ω ∈ Cα by Proposition 8.2.

Also,

(∇u−AΩ)(Y1 × Y2) = (∇u− Ω)(Y1 × Y2) = (∇u)T (Y1 × Y2) ∈ Cα

by Lemma 8.7.
Because (∇u−AΩ)Y1, (∇u−AΩ)Y2, and (∇u−AΩ)(Y1×Y2) are Cα and the Gram-Schmidt

orthonormalization map, G, is Cα, it follows that ∇u−AΩ ∈ Cα. �

Proposition 8.4. Define the matrix A (locally) by

A = A1 +A2, Aj := Yj ⊗ Yj . (8.5)

Then A ∈ Cα and satisfies (8.3).

Remark 8.5. This form of A only applies when {Y1, Y2, Y1×Y2} form an orthonormal frame
in the standard orientation. An expression for A in terms of more general Y1, Y2 would need
to incorporate the map, G—as (8.2) does for 2D.

Proof of Proposition 8.4. What we must show is that A as given in (8.5) satisfies (8.3).
For any vorticity, ~ω = a1Y1 + a2Y2 + a3Y1 × Y2, we can write

Ω = a1Ω1 + a2Ω2 + a3Ω3,

where Ω1 = Q(Y1), Ω2 = Q(Y2), Ω3 = Q(Y1 × Y2). It follows immediately from (8.4) that

Ω1Y1 = Ω2Y2 = Ω3(Y1 × Y2) = 0, Ω1Y2 = −Ω2Y1. (8.6)

We first prove (8.3)1. Writing, ~ω = a1Y1 + a2Y2 + a3Y1 × Y2, we have,

Ω(Y1 × Y2) = a1Ω1(Y1 × Y2) + a2Ω2(Y1 × Y2),

where the a3 term disappeared by (8.6).
Now,

Ω1(Y1 × Y2) =


0 Y 3

1 −Y 2
1

−Y 3
1 0 Y 1

1

Y 2
1 −Y 1

1 0



Y 2

1 Y
3

2 − Y 2
2 Y

3
1

Y 1
2 Y

3
1 − Y 1

1 Y
3

2

Y 1
1 Y

2
2 − Y 1

2 Y
2

1



=


(Y 3

1 )2Y 1
2 − Y 3

1 Y
1

1 Y
3

2 − Y 2
1 Y

1
1 Y

2
2 + (Y 2

1 )2Y 1
2

−Y 3
1 Y

2
1 Y

3
2 + (Y 1

1 )2Y 2
2 + (Y 1

1 )2Y 2
2 − Y 1

1 Y
2

2 Y
2

1

(Y 2
1 )2Y 3

2 − Y 2
1 Y

2
2 Y

3
1 − Y 1

1 Y
1

2 Y
3

1 + (Y 1
1 )2Y 3

2

 .
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Each of these components simplifies. We have

[Ω1(Y1 × Y2)]1 =
[
|Y1|2 − (Y 1

1 )2
]
Y 1

2 − Y 1
1 (Y 3

1 Y
3

2 + Y 2
1 Y

2
2 ) = Y 1

2 .

Similarly,

[Ω1(Y1 × Y2)]2 = Y 2
2 , [Ω1(Y1 × Y2)]3 = Y 3

2 .

We conclude that

Ω1(Y1 × Y2) = Y2, Ω2(Y1 × Y2) = −Y1, (8.7)

the latter following from symmetry by transposing Y1 and Y2 and using Y2 × Y1 = −Y1 × Y2.
Thus, by linearity,

Ω(Y1 × Y2) = a1Y2 − a2Y1, AΩ(Y1 × Y2) = a1AY2 − a2AY1.

Noting that we can also write Aj in the form,

Aj =

Y 1
j Yj
Y 2
j Yj
Y 3
j Yj

 , (8.8)

each row of Aj being a row vector, we see that

AjYk =


Y 1
j Yj · Yk

Y 2
j Yj · Yk

Y 3
j Yj · Yk

 = (Yj · Yk)Yj .

Hence,

A1Y1 = Y1, A1Y2 = 0, A2Y1 = 0, A2Y2 = Y2,

so that

AY1 = Y1, AY2 = Y2, (8.9)

and hence,

AΩ(Y1 × Y2) = a1Y2 − a2Y1 = Ω(Y1 × Y2). (8.10)

This establishes (8.3)1.
We next prove (8.3)2 and (8.3)3. By (8.6) and (8.7),

Pspan{Y1,Y2}ΩY1 = Pspan{Y1,Y2} (a2Y2 × Y1 + a3Y2) = a3Y2,

Pspan{Y1,Y2}ΩY2 = Pspan{Y1,Y2} (a1Y1 × Y2 − a3Y1) = −a3Y1.

By (8.9), we obtain (8.3)2 and (8.3)3. �

Proof of Theorem 1.2 in 3D. The result follows locally in space from Propositions 8.3
and 8.4. To obtain the result in all space, we apply a partition of unity as in the 2D proof in
Section 7. �

Remark 8.6. This same approach could be used to prove the 2D result, though it would
be longer than our approach in Section 7, which employed Corollary 4.6. The proof in this
section, however, emphasizes that Theorem 1.2 is almost purely geometric in nature.

We used the following lemma above:
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Lemma 8.7. For d = 3, (∇u)T (Y1 × Y2) ∈ Cα with∥∥(∇u)T (Y1 × Y2)
∥∥
Cα
≤ max

j=1,2
‖Yj · ∇u‖Cα max

j=1,2
‖Yj‖Cα .

Proof. We have,

(∇u)T (Y1 × Y2) =

∂1u
1 ∂1u

2 ∂1u
3

∂2u
1 ∂2u

2 ∂2u
3

∂3u
1 ∂3u

2 ∂3u
3

Y 2
1 Y

3
2 − Y 3

1 Y
2

2

Y 3
1 Y

1
2 − Y 1

1 Y
3

2

Y 1
1 Y

2
2 − Y 2

1 Y
1

2

 .

We will write out only first component in detail, the other two components being very similar.
Multiplying, we have

[(∇u)T (Y1 × Y2)]1

= ∂1u
1(Y 2

1 Y
3

2 − Y 3
1 Y

2
2 ) + ∂1u

2(Y 3
1 Y

1
2 − Y 1

1 Y
3

2 ) + ∂1u
3(Y 1

1 Y
2

2 − Y 2
1 Y

1
2 )

= Y 1
2 (∂1u

2Y 3
1 − ∂1u

3Y 2
1 ) + Y 2

2 (−∂1u
1Y 3

1 + ∂1u
3Y 1

1 ) + Y 3
2 (∂1u

1Y 2
1 − ∂1u

2Y 1
1 )

= Y 1
2 (∂1u

2Y 3
1 − ∂1u

3Y 2
1 ) + Y 2

2 ((∂2u
2 + ∂3u

3)Y 3
1 + ∂1u

3Y 1
1 )

+ Y 3
2 ((−∂2u

2 − ∂3u
3)Y 2

1 − ∂1u
2Y 1

1 )

= Y 1
2 (∂1u

2Y 3
1 − ∂1u

3Y 2
1 ) + Y 2

2 ((∂1u
3Y 1

1 + ∂2u
3Y 2

1 + ∂3u
3Y 3

1 )− ∂2u
3Y 2

1 + ∂2u
2Y 3

1 )

+ Y 3
2 (−(∂1u

2Y 1
1 + ∂2u

2Y 2
1 + ∂3u

2Y 3
1 ) + ∂2u

2Y 3
1 − ∂3u

3Y 2
1 )

= Y 1
2 (∂1u

2Y 3
1 − ∂1u

3Y 2
1 ) + Y 2

2 (∇u3Y1 − ∂2u
3Y 2

1 + ∂2u
2Y 3

1 )

+ Y 3
2 (−∇u2Y1 + ∂2u

2Y 3
1 − ∂3u

3Y 2
1 )

= Y 2
2 ∇u3Y1 − Y 3

2 ∇u2Y1 + ∂1u
2Y 3

1 Y
1

2 − ∂1u
3Y 2

1 Y
1

2 − ∂2u
3Y 2

1 Y
2

2 + ∂2u
2Y 3

1 Y
2

2

+ ∂2u
2Y 3

1 Y
3

2 − ∂3u
3Y 2

1 Y
3

2

= Y 2
2 ∇u3Y1 − Y 3

2 ∇u2Y1 + Y 3
1 (∂1u

2Y 1
2 + ∂2u

2Y 2
2 + ∂2u

2Y 3
2 )

− Y 2
1 (∂1u

3Y 1
2 + ∂2u

3Y 2
2 + ∂3u

3Y 3
2 )

= Y 2
2 ∇u3Y1 − Y 3

2 ∇u2Y1 + Y 3
1 ∇u2Y2 − Y 2

1 ∇u3Y2

= Y 2
2 (Y1 · ∇u)3 − Y 3

2 (Y1 · ∇u)2 + Y 3
1 (Y2 · ∇u)2 − Y 2

1 (Y2 · ∇u)3 ∈ Cα.
�

Remark 8.8. Theorem 1.2 has a clear extension to all dimensions d ≥ 2. It is the compu-
tation of the analogous bound to that in Lemma 8.7 that complicates the general-dimensional
proof.

9. Approximate solutions and transport equations

Having established Theorem 1.3, Theorem 1.1 follows immediately from Theorems 1.5 and 1.6.
We now, however, begin the presentation of a self-contained proof of Theorem 1.5 following
Serfati’s [22]. (We outline the changes to this proof needed to obtain Theorem 1.6 in Sec-
tion 11.)

We start in this section with a mollification of the initial data so we can work with smooth
solutions, and then discuss the various transport equations that enter into the proof.

We regularize the initial data by setting u0,ε = ρε ∗u0, where ρε is the standard mollifier of
Definition 2.4, letting ε range over values in (0, 1]. It follows that ω0,ε = ρε ∗ ω0. Then there
exists a smooth solution, ωε(t) ∈ C∞(R2), to the Euler equations in vorticity form, (1.3),
(1.4), for all time with C∞ velocity field, uε ([14, 24] or see Theorem 4.2.4 of [4]). These
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solutions converge to a weak solution ω(t) of (1.3), (1.4). (We say more about convergence
in Section 10.5.)

The flow map, ηε, is given in (1.6) with uε in place of u. Moreover, all the Lp-norms of ωε
are conserved over time with

‖ωε(t)‖Lp = ‖ωε,0‖Lp ≤ ‖ω0‖Lp ≤ ‖ω0‖L1∩L∞ =: ‖ω0‖L1 + ‖ω0‖L∞ (9.1)

for all p ∈ [1,∞]. Also,

‖uε(t)‖L∞ ≤ C ‖ω0‖L1∩L∞ (9.2)

(see Proposition 8.2 of [19]) so ‖uε‖L∞(R×R2) is uniformly bounded in ε.

For most of the proof we will use these smooth solutions, passing to the limit as ε→ 0 in
the final steps in Section 10.5.

Let Y0 ∈ Cα with div Y0 ∈ Cα. We let

Yε(t, ηε(t, x)) = Y0(x) · ∇ηε(t, x) (9.3)

be the pushforward of Y0 under the flow map ηε, as in (1.7). (Because Y0 has all the regularity
we need, it would be counterproductive to mollify it, as we do the initial data.) Similarly, we
define the pushforward of the family Y0 of Theorem 1.1 as in (1.9), by

Yε(t) = (Y (λ)
ε (t))λ∈Λ, Y (λ)

ε (t, η(t, x)) := (Y
(λ)

0 (x) · ∇)ηε(t, x). (9.4)

(Note the slight notational collision between Yε and Y0, Yε and Y0, and ωε and ω0; this should
not, however, cause any confusion.)

For the remainder of this section we focus on one element, Y0 ∈ Y0.
Standard calculations show that

∂tYε + uε · ∇Yε = Yε · ∇uε (9.5)

and that

∂t div Yε + uε · ∇ div Yε = 0,

∂t div(ωεYε) + uε · ∇ div(ωεYε) = 0,
(9.6)

the latter equality using that the vorticity is transported by the flow map. Hence,

div Yε(t, x) = div Y0(η−1
ε (t, x)),

div(ωεYε)(t, x) = div(ω0,εY0)(η−1
ε (t, x)).

(9.7)

Remark 9.1. Actually, the transport equations in (9.5) and (9.6), and others we will state
later, are satisfied in a weak sense. We refer to Definition 3.13 of [1] for the notion of weak
transport. With the exception of the use of Theorem 3.19 of [1] in the proof of Lemma 9.2,
we will treat all transport equations as though they are satisfied in a strong sense, however,
justifying such use in Appendix A.

We can also write (9.5) and (9.6) as

d

dt
Yε(t, ηε(t, x)) = (Yε · ∇uε)(t, ηε(t, x)),

d

dt
div(ωεYε)(t, ηε(t, x)) = 0.

(9.8)

Finally, we prove the propagation of regularity of div(ωεYε).
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Lemma 9.2. We have div(ωεYε)(t) ∈ Cα−1(R2) with

‖div(ωεYε)(t)‖Cα−1 ≤ Cα exp

∫ t

0
‖∇uε(s)‖L∞ ds.

Proof. We first obtain the following bound:

‖div(ωεYε)(t)‖Cα−1 ≤ C ‖div(ω0,εY0)‖Cα−1 exp

∫ t

0
‖∇uε(s)‖L∞ ds.

The details of obtaining this bound is presented in the appendix (see Proposition A.3).
We must still, however, bound ‖div(ω0,εY0)‖Cα−1 uniformly in ε. From the triangle in-

equality,

‖div(ω0,εY0)‖Cα−1 ≤ ‖div(ω0,εY0)− ρε ∗ div(ω0Y0)‖Cα−1 + ‖ρε ∗ div(ω0,εY0)‖Cα−1 .

Now,

‖div(ω0,εY0)− ρε ∗ div(ω0Y0)‖Cα−1 ≤ ‖ω0,εY0 − ρε ∗ (ω0Y0)‖Cα

= ‖(ρε ∗ ω0)Y0 − ρε ∗ (ω0Y0)‖Cα =

∥∥∥∥∫
R2

ρε(x− y)ω0(y) [Y0(x)− Y0(y)] dy

∥∥∥∥
Cα

≤ C(ω0, Y0)
(
α−1(1− α)−1

)
= Cα.

The first inequality followed from (2.4); the second followed from Lemma 3.2 with the kernel
L1 of Lemma 3.3. Also,

‖ρε ∗ div(ω0Y0)‖Cα−1 ≤ C ‖∇F2 ∗ (ρε ∗ div(ω0Y0))‖Cα = C ‖ρε ∗ (∇F2 ∗ div(ω0Y0))‖Cα
≤ C ‖∇F2 ∗ div(ω0Y0)‖Cα ≤ C (‖ω0Y0‖L1∩L∞ + ‖div(ω0Y0)‖Cα−1) .

For the first inequality we applied Proposition 4.5, for the second inequality we used ‖ρε ∗ f‖Cα ≤
‖f‖Cα , and for the third we applied Proposition 4.5 once more. Hence,

‖div(ω0,εY0)‖Cα−1 ≤ Cα + (‖ω0Y0‖L1∩L∞ + ‖div(ω0Y0)‖Cα−1) ≤ Cα.
�

Remark 9.3. It is easy to see that the estimates in Lemma 9.2 apply equally well to the
whole family, Y.

10. Propagation of striated regularity of vorticity in 2D

We first present the overall strategy of the proof of Theorem 1.5.
We start in Section 10.1 by bounding ‖∇uε(t)‖L∞ above by the quantity,

Vε(t) := ‖ω0‖L∞ +

∥∥∥∥p. v.

∫
∇K(· − y)ωε(t, y) dy

∥∥∥∥
L∞

. (10.1)

We also bound the gradients of the flow map and inverse flow map in terms of Vε(t). These
estimates are entirely classical and do not involve Yε.

In Section 10.2, we bound ‖Yε‖Cα in terms of Vε(t) and ‖K ∗ div(ωεYε)‖Cα . This gives us
a bound on ‖Yε‖Cα in terms of Vε(t) alone. We also develop a pointwise bound from below
of |Yε| (t, x) in terms of Vε(t).

In Section 10.3, we bound Vε(t) in terms of ‖Yε‖Cα . Here, we make use of Lemma 5.1.
We also need the pointwise bound from below of |Yε| (t, x) developed in Section 10.2, for |Yε|
appears in the denominator in our estimates. The end result is a bound on Vε(t) in terms of
itself that will allow us to close the estimates and so apply Gronwall’s lemma to bound Vε(t).
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The bound on ‖Yε‖Cα in terms of Vε(t) in Section 10.3 also involves ‖K ∗ div(ωεYε)‖Cα ,
but this is bounded in terms of Vε(t) easily by Lemma 9.2 and Proposition 4.5. This, in turn,
yields the bounds on all the other quantities, as in (1.10) through (1.16).

It remains, however, to show that the sequence of approximate solutions converge to a
solution in a manner such that (1.10) through (1.16) hold. Such an argument is given in [4];
we restrict ourselves to describing in Section 10.5 the role that assuming divY0 ∈ Cα plays
in the convergence argument, for this is a somewhat subtle point.

10.1. Preliminary estimate of ‖∇uε(t)‖L∞, ‖∇ηε(t)‖L∞, and
∥∥∇η−1

ε (t)
∥∥
L∞

. By the ex-
pression for ∇uε in Proposition 4.1, and using (9.1), we have,

‖∇uε(t)‖L∞ ≤ Vε(t).

As in (1.6), the defining equation for ηε is

∂tηε(t, x) = uε(t, ηε(t, x)), ηε(0, x) = x, (10.2)

or, in integral form,

ηε(t, x) = x+

∫ t

0
uε(s, ηε(s, x)) ds. (10.3)

This immediately implies that

‖∇ηε(t)‖L∞ ≤ exp

∫ t

0
Vε(s) ds. (10.4)

Similarly, ∥∥∇η−1
ε (t)

∥∥
L∞
≤ exp

∫ t

0
Vε(s) ds. (10.5)

The bound in (10.5) does not follow as immediately as that in (10.4) because the flow is not
autonomous. For the details, see, for instance, the proof of Lemma 8.2 p. 318-319 of [19].

10.2. Estimate of Yε. Taking the inner product of (9.8)1 with Yε(t, ηε(t, x)) gives

d

dt
Yε(t, ηε(t, x)) · Yε(t, ηε(t, x)) = (Yε · ∇uε)(t, ηε(t, x)) · Yε(t, ηε(t, x)).

The left-hand side equals

1

2

d

dt
|Yε(t, ηε(t, x))|2

so ∣∣∣∣ ddt |Yε(t, ηε(t, x))|2
∣∣∣∣ ≤ 2 ‖∇uε(t, ηε(t, ·))‖L∞ |Yε(t, ηε(t, x))|2

= 2 ‖∇uε(t)‖L∞ |Yε(t, ηε(t, x))|2 ≤ 2Vε(t) |Yε(t, ηε(t, x))|2 .

It follows that

d

dt
|Yε(t, ηε(t, x))|2 ≤ 2Vε(t) |Yε(t, ηε(t, x))|2 .

Similarly,

d

dt
|Yε(t, ηε(t, x))|2 ≥ −2Vε(t) |Yε(t, ηε(t, x))|2 .
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Integrating in time and applying Lemma 2.6 gives

|Y0(x)| e−
∫ t
0 ‖∇uε(s)‖L∞ ds ≤ |Yε(t, ηε(t, x))| ≤ |Y0(x)| e

∫ t
0 ‖∇uε(s)‖L∞ ds.

We conclude that

|Yε(t, ηε(t, x))| ≥ |Y0(x)| e−
∫ t
0 Vε(s) ds (10.6)

and taking the L∞ norm in x that

‖Yε(t)‖L∞ ≤ ‖Y0‖L∞ e
∫ t
0 Vε(s) ds. (10.7)

Integrating (9.8)1 in time and substituting η−1
ε (t, x) for x yields

Yε(t, x) = Y0(η−1
ε (t, x)) +

∫ t

0
(Yε · ∇uε)(s, ηε(s, η−1

ε (t, x))) ds. (10.8)

Taking the Ċα norm and applying (2.5)1, we have

‖Yε(t)‖Ċα ≤ ‖Y0‖Ċα
∥∥∇η−1

ε (t)
∥∥α
L∞

+

∫ t

0
‖(Yε · ∇uε)(s)‖Ċα

∥∥∇(ηε(s, η
−1
ε (t, x)))

∥∥α
L∞

ds.

Now, by Corollary 4.3, we have

Yε · ∇uε(s, x) = p. v.

∫
∇K(x− y)ωε(s, y) [Yε(s, x)− Yε(s, y)] dy

+K ∗ div(ωεYε)(s, x) =: I + II

with

‖I‖Cα ≤ C ‖Yε(s)‖Cα Vε(s).

By Proposition 4.5 and Lemma 9.2, we have

‖II‖Cα ≤ Cα exp

∫ s

0
Vε(τ) dτ.

It follows that

‖Yε · ∇uε(t)‖Cα ≤ ‖Yε(t)‖Cα Vε(t) + Cα exp

∫ t

0
Vε(τ) dτ. (10.9)

To estimate ‖∇(ηε(s, η
−1
ε (t, x)))‖L∞ , we start with

∂τηε(τ, η
−1
ε (t, x)) = uε(τ, ηε(τ, η

−1
ε (t, x))),

which follows from (10.2). Applying the spatial gradient and the chain rule gives

∂τ∇
(
ηε(τ, η

−1
ε (t, x))

)
= ∇uε(τ, ηε(τ, η−1

ε (t, x)))∇(ηε(τ, η
−1
ε (t, x))).

Integrating in time and using ∇(ηε(τ, η
−1
ε (t, x)))|τ=t = I2×2, the identity matrix, we have

∇
(
ηε(s, η

−1
ε (t, x))

)
= I2×2 −

∫ t

s
∇uε(τ, ηε(τ, η−1

ε (t, x)))∇(ηε(τ, η
−1
ε (t, x))) dτ.

By Lemma 2.6, then,∥∥∇(ηε(s, η
−1
ε (t, x)))

∥∥
L∞
≤ exp

∫ t

s
‖∇uε(τ)‖L∞ dτ ≤ exp

∫ t

s
Vε(τ) dτ.
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These bounds with (10.5), and accounting for (10.7), give

‖Yε(t)‖Cα ≤ ‖Y0‖Cα exp

(
α

∫ t

0
Vε(s) ds

)
+

∫ t

0

[
‖Yε(s)‖Cα Vε(s) + Cα exp

∫ s

0
Vε(τ) dτ

]
exp

(
α

∫ t

s
Vε(τ) dτ

)
ds

≤ (‖Y0‖Cα + Cαt) exp

∫ t

0
Vε(s) ds+

∫ t

0
‖Yε(s)‖Cα Vε(s)

[
exp

∫ t

s
Vε(τ) dτ

]
ds.

Letting

yε(t) = ‖Yε(t)‖Cα exp

[
−
∫ t

0
Vε(s) ds

]
it follows that yε satisfies the inequality,

yε(t) ≤ ‖Y0‖Cα + Cαt+

∫ t

0
Vε(s)yε(s) ds.

Therefore, by Lemma 2.6, we obtain

yε(t) ≤ (‖Y0‖Cα + Cαt) exp

(∫ t

0
Vε(s) ds

)
≤ Cα(1 + t) exp

(∫ t

0
Vε(s) ds

)
and thus,

‖Yε(t)‖Cα ≤ Cα(1 + t) exp

(
2

∫ t

0
Vε(s) ds

)
. (10.10)

10.3. Estimate of Vε. In Proposition 6.2 we bounded ∇u in L∞ using a bound on Y · ∇u
in L∞. Given (10.9) and (10.10), we could do the same now for bounding ∇uε in L∞.
The resulting bound, however, would too weak to close the estimates. We instead employ
Lemma 5.1 to obtain a more refined estimate of ∇uε in L∞.

Until the very end of this section, we will estimate quantities at a fixed point, (t, x) ∈
(R× R2), though we will generally suppress these arguments for simplicity of notation.

We start by splitting the second term in Vε in (10.1) into two parts, as

p. v.

∫
∇K(x− y)ωε(t, y) dy

= p. v.

∫
∇((arK))(x− y)ωε(t, y) dy + p. v.

∫
∇((1− ar)K)(x− y)ωε(t, y) dy.

(10.11)

where r ∈ (0, 1] will be chosen later (in (10.19)).
On the support of ∇(1− ar) = −∇ar, |x− y| ≤ 2r, so

|∇((1− ar)K)| ≤ |(1− ar)∇K|+ |∇ar ⊗K| ≤ C |x− y|−2 . (10.12)

Hence, one term in (10.11) is easily bounded by∣∣∣∣p. v.∫ ∇((1− ar)K)(x− y)ωε(t, y) dy

∣∣∣∣ ≤ C ∫
BCr (x)

|x− y|−2 |ωε(t, y)| dy

≤ C
∫ 1

r

‖ωε‖L∞
ρ2

ρ dρ+ C‖ |x− ·|−2 ‖L∞(BC1 (x)) ‖ωε,0‖L1

≤ −C log r ‖ω0‖L∞ + C ‖ω0‖L1 ≤ C(− log r + 1) ‖ω0‖L1∩L∞ .

(10.13)
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For the other term in (10.11), choose any Y0 ∈ Y0 such that

|Y0|
(
η−1
ε (t, x)

)
≥ I(Y0). (10.14)

Letting µrh be as in Definition 2.2, by virtue of Proposition 4.7, we can write∣∣∣∣p. v. ∫ ∇((arK))(x− y)ωε(t, y) dy

∣∣∣∣ =

∣∣∣∣ limh→0
∇(µhrK) ∗ ωε(t, x)

∣∣∣∣ = lim
h→0
|B| ,

where

B = B(t, x) := ∇ [µrh∇F2] ∗ ωε.

Because ∇ [µrh∇F2] is not in L1 uniformly in h > 0, we cannot estimate |B| directly.
Instead, we will apply Lemma 5.1 with M1 = Yε (so |∧i<2| =

∣∣Y ⊥ε ∣∣ = |Yε|), giving

|B| ≤ CP (Yε)

|Yε|4
|BYε|+ 2 |trB| .

We now compute trB. We have,

trB = [∂1µrh∂1F2] ∗ ωε + [∂2µrh∂2F2] ∗ ωε + [µrh∆F2] ∗ ωε
= [∂1µrh∂1F2] ∗ ωε + [∂2µrh∂2F2] ∗ ωε,

using ∆F2 = δ0 and µrh(0) = 0 to remove the last term.
But, referring to Remark 2.3, for j = 1, 2, we have

|[∂jµrh∂jF2] ∗ ωε| ≤
C

r

∫
r<|x−y|<2r

|ωε(t, y)|
|x− y|

dy +
C

h

∫
h<|x−y|<2h

|ωε(t, y)|
|x− y|

dy

≤ C

r

∫ 2r

r

‖ωε(t)‖L∞
ρ

ρ dρ+
C

h

∫ 2h

h

‖ωε(t)‖L∞
ρ

ρ dρ

= C ‖ωε(t)‖L∞

so that

lim
h→0
|trB| ≤ C ‖ω0‖L∞ .

We next estimate |BYε|. Because

B =

(
∂1 [µrh∂1F2] ∗ ωε ∂2 [µrh∂1F2] ∗ ωε
∂1 [µrh∂2F2] ∗ ωε ∂2 [µrh∂2F2] ∗ ωε

)
we have

BYε =

(
F1

F2

)
:=

(
(∂1 [µrh∂1F2] ∗ ωε)Y 1

ε + (∂2 [µrh∂1F2] ∗ ωε)Y 2
ε

(∂1 [µrh∂2F2] ∗ ωε)Y 1
ε + (∂2 [µrh∂2F2] ∗ ωε)Y 2

ε

)
.

We now decompose F1 and F2 into two parts as Fk = dk + ek, where

dk =

2∑
j=1

(∂j [µrh∂kF2] ∗ ωε)Y j
ε − ∂j [µrh∂kF2] ∗ (ωεY

j
ε ),

ek = ∂1 [µrh∂kF2] ∗ (ωεY
1
ε ) + ∂2 [µrh∂kF2] ∗ (ωεY

2
ε ) = div

(
µrh∂kF2 ∗ (ωεYε)

)
.
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By Lemma 3.4 (noting that div(ωεYε) = ωε div Yε + Yε · ∇ωε ∈ Cα),∑
k=1,2

∣∣∣∣ limh→0
dk

∣∣∣∣ ≤ 2

∣∣∣∣ limh→0

∫
R2

∇ [µrh∇F2] (x− y)(Yε(x)− Yε(y))ωε(y) dy

∣∣∣∣
≤ Cα−1 ‖Yε(t)‖Cα ‖ωε(t)‖L∞ r

α ≤ Cα−1 ‖Yε(t)‖Cα ‖ω0‖L∞ r
α

and ∑
k=1,2

∣∣∣∣ limh→0
ek

∣∣∣∣ ≤ 2

∣∣∣∣ limh→0

∫
R2

[µrh∇F2] (x− y) div(ωεYε)(y) dy

∣∣∣∣
≤ Cα−1 ‖div(ωεYε)(t)‖Cα−1 r

α.

(10.15)

Thus,

lim
h→0
|B| ≤ Cα−1P (Yε)

|Yε|4
(‖Yε‖Cα ‖ω0‖L∞ + ‖div(ωεYε)‖Cα−1) rα + C ‖ω0‖L∞ . (10.16)

Both sides of the inequality above are functions of t and x. By (10.6) and (10.14),

|Yε(t, x)| ≥ I(Y0)e−
∫ t
0 Vε(s) ds.

From this, combined with (10.7), we conclude that

sup
x∈R2

lim
h→0
|B(t, x)|

≤ Cα−1 ‖Y0‖L∞ e
a0

∫ t
0 Vε(s) ds (‖Yε‖Cα ‖ω0‖L∞ + ‖div(ωεYε)‖Cα−1) rα + ‖ω0‖L∞ ,

(10.17)

where a0 = 8, since P is of degree 4 by Lemma 5.1.
From the estimates in (10.10), (10.13), (10.17), and Lemma 9.2, which apply uniformly

over all elements of Y0, we conclude that

Vε(t) ≤ C(1− log r) ‖ω0‖L1∩L∞ + sup
Y0∈Y0

sup
x∈R2

lim
h→0
|B(t, x)|

≤ C(ω0)(1− log r) +
Cα
α

(1 + t)e(a0+2)
∫ t
0 Vε(s) dsrα + Cα,

(10.18)

where Cα is defined in (2.1).

Remark 10.1. Observe how, in contrast to the proof of Theorem 1.2 in Section 7, we had no
need of a partition of unity when bounding ∇u, since the regularity of ∇u was not at issue,
only a bound on the value of |∇u(t, x)|.

10.4. Closing the estimates using Gronwall’s lemma. Now choose

r = exp

(
−C ′

∫ t

0
Vε(s) ds

)
, (10.19)

delaying the choice of C ′ for the moment. Then,

1− log r ≤ 1 + C ′
∫ t

0
Vε(s) ds, rα ≤ exp

(
−C ′α

∫ t

0
Vε(s) ds

)
.

Returning to (10.18), then, these bounds on 1− log r and rα yield the estimate,

Vε(t) ≤ C(ω0) + C ′C(ω0)

∫ t

0
Vε(s) ds+

Cα
α

(1 + t) exp

(
(a0 + 2− αC ′)

∫ t

0
Vε(s) ds

)
≤ Cα

α
(1 + t) +

C(ω0)

α

∫ t

0
Vε(s) ds
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as long as we set C ′ = (a0 + 2)/α
By Lemma 2.6, we conclude that

‖∇uε(t)‖L∞ ≤ Vε(t) ≤
Cα
α

(1 + t)eC(ω0)α−1t.

If α > 1/2, we can apply the above bound with 1/2 in place of α, eliminating the factor of
(1− α)−1 that appear in Cα. This gives

‖∇uε(t)‖L∞ ≤ Vε(t) ≤
cα
α

(1 + t)eC(ω0)α−1t ≤ cα
α
eC(ω0)α−1t. (10.20)

The final inequality is obtained by increasing the value of the constant in the exponent (in a
manner that is independent of α.) We do this again, below.

Then ∫ t

0
Vε(s) ds <

cα
C(ω0)

eC(ω0)α−1t = cαe
C(ω0)α−1t

so by virtue of (10.10),

‖Yε(t)‖Cα ≤ Cα exp
(
cαe

C(ω0)α−1t
)
. (10.21)

It follows from (10.9) that

‖Yε · ∇uε(t)‖Cα ≤ Cαα
−1 exp

(
cαe

C(ω0)α−1t
)
.

This gives, once we take ε → 0 in the next subsection, the estimates in (1.10), (1.11)
and (1.14). Similarly, (1.13) follows from Lemma 9.2; (1.15) follows from (10.4) and (10.5);
and (1.16) follows from (10.6).

Finally, (1.12) follows from (2.5)1 applied to (9.7)1. Here, though, we can absorb the
constant αcα = C(ω0,Y0) into the exponent without introducing an additional dependence
of the constants on α.

10.5. Convergence of approximate solutions. That the approximate solutions (uε) con-
verge to the solution u for bounded initial vorticity is by now classical (see Section 8.2 of [19],
for instance). It remains to show, however, that in the limit as ε→ 0, Yε → Y in such a way
that all the estimates in (1.10) through (1.16) hold. This is done by Chemin on pages 105-106
of [4]; we highlight here, only the role that assuming divY0 ∈ Cα plays in the convergence
argument.

Chemin first establishes that the sequence of flow maps (and inverse flow maps) converge
in the sense that ηε − η → 0 in L∞([0, T ] × R2) and, similarly, that η−1

ε − η−1 → 0 in
L∞([0, T ] × R2). Hence, by interpolation, ηε − η → 0 in L∞(0, T ;Cβ(R2)) for all β < 1
because ηε ∈ L∞(0, T ;Lip(Rd)) uniformly in ε.

We can write (9.3) as

Y0 · ∇ηε = Yε ◦ ηε.

By (2.5)1 and (10.21), then, Y0 ·∇ηε is uniformly bounded in L∞(0, T ;Cα(R2)). But Cα(R2)
is compactly embedded in Cβ(R2) for all β < α so a subsequence of (Y0 · ∇ηε) converges in
L∞(0, T ;Cβ(R2)) to some f for all β < α, and it is easy to see that f ∈ L∞(0, T ;Cα(R2)).

To show that f = Y0 · ∇η, we need only show convergence of Y0 · ∇ηε → Y0 · ∇η in some
weaker sense. To do this, observe that

(Y0 · ∇ηε)j = Y0 · ∇ηjε = div(ηjεY0)− ηjε div Y0.
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But ηε − η → 0 in L∞(0, T ;Cβ(R2)) for all β < 1 as we showed above so ηjεY0 − ηjY0 → 0

in L∞(0, T ;Cα(R2)) and ηjε div Y0 − ηj div Y0 → 0 in L∞(0, T ;Cα(R2)). (Here, we used
div Y0 ∈ Cα.) By the definition of negative Hölder spaces in Definition 2.1 it follows that
Y0 · ∇ηε → Y0 · ∇η in L∞(0, T ;Cα−1(R2)). Hence, f = Y0 · ∇η, so we can conclude that
Y0 · ∇η ∈ L∞(0, T ;Cα(R2)) and Y0 · ∇ηε → Y0 · ∇η in L∞(0, T ;Cβ(R2)) for all β < α.

Then, since Yε = (Y0 · ∇ηε) ◦ η−1
ε and Y = (Y0 · ∇η) ◦ η−1 (see (1.7) and (9.3)), we have,

‖Yε − Y ‖L∞ ≤
∥∥(Y0 · ∇ηε) ◦ η−1

ε − (Y0 · ∇ηε) ◦ η−1
∥∥
L∞

+
∥∥(Y0 · ∇ηε) ◦ η−1 − (Y0 · ∇η) ◦ η−1

∥∥
L∞

≤ ‖Y0 · ∇ηε‖Cα ‖η
−1
ε − η−1‖αL∞ + ‖Y0 · ∇ηε − Y0 · ∇η‖L∞

→ 0 as ε→ 0,

where we used (2.5)1. Here the L∞ norms are bounded over [0, T ]× R2 for any fixed T > 0.
Arguing as for Y0 ·∇η, it also follows that Y ∈ L∞(0, T ;Cα(R2)) and that the bound on Y (t)
in (1.11) holds. Then (1.15) follows from (1.10) as in (10.4) and (10.5).

Also,

(Yε · ∇uε)j = div(ujεYε)− ujε div Yε,

and given that we now know that Yε → Y in Cβ(R2) for all β < α with Y ∈ Cα(R2), (1.14)
can be proved much the way we proved the convergence of Y0 · ∇ηε → Y0 · ∇η, above (taking
advantage of (1.12), and again using div Y0 ∈ Cα).

The proofs of the other bounds in (1.10) through (1.16), which we suppress, follow much
the same course as the bounds above. This completes the proof of Theorem 1.5 by Serfati’s
approach.

11. Propagation of striated regularity of vorticity in higher dimensions

We outline the changes that are needed to the proof of Theorem 1.5 to obtain Theorem 1.6.

Section 9: The transport equations involving vorticity are dimension-dependent. Vorticity
will remain in L∞ only for short time because of vortex stretching, which will ultimately

limit us to a short-time result. Also, we use the transport of div(Ωj
kY ) for all j, k, in place of

div(ωεYε), though this also will apply only for short time. This is done as in [6].

Section 10.1: We define

Vε(t) := ‖Ωε(t)‖L∞ + max
1≤i,j,k≤d

∥∥∥∥p. v.

∫
(∂iK

k
d )(x− y)Ωj

k(y) dy

∥∥∥∥
L∞

(11.1)

to control ‖∇uε(t)‖L∞ . (We suppress the ε subscript that should appear on Ωj
k to avoid

notational clutter; also notice that there is no sum over k.) The estimates of ‖∇ηε(t)‖L∞ and∥∥∇η−1
ε (t)

∥∥
L∞

in (10.4) and (10.5) are unchanged.

Section 10.2: The estimates of ‖Yε‖L∞ in (10.7) and the bound from below on |Y (t, x)| in
(10.6) are unchanged. The bound on ‖Yε‖Cα is derived as in 2D, though now the vortex
stretching term in (1.3) complicates matters. The resolution of this issue is involved, but is
handled as in [8, 6, 7]). See, in particular, Sections 4.2.4 and 4.3 of [7], the vortex stretching

term being bounded as in (47) of [7]. (Note that Fanelli is bounding, in effect, Yε · ∇Ωj
k in

Cα−1 for all j, k rather than div(Ωj
kYε), but the two are related by his Lemma 4.5.) This
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yields bounds of the form,

‖Yε(t)‖Cα ≤ Cα(1 + F (t)) exp

(
2

∫ t

0
Vε(s) ds

)
. (11.2)

Here, F (t) is a factor, due to the vortex stretching term, that increases in time in a manner
that ultimately prevents Gronwall’s inequality from being applied globally in time. (See (49)
of [7].)

Section 10.3: Fix t, x. Let Y
(1)

0 , . . . , Y
(d−1)

0 ∈ Y0 be such that

|Y (1)
0 (x)|, . . . , |Y (d−1)

0 (x)|,
∣∣∣∧i<dY (i)

0 (x)
∣∣∣ > I(Y0).

Let Y
(1)
ε (t), . . . , Y

(d−1)
ε (t) be the pushforwards of Y

(1)
0 , . . . , Y

(d−1)
0 . Let Wε = ∧i<dY (i). From

the proof of Proposition 4.1 of [6], we have

∂tWε + u · ∇Wε = −(∇u)TWε.

Examining the estimate that led to (10.6), we see that that argument works just as well
for estimating Wε from below. This gives

|Wε(t, ηε(t, x))| ≥ |W0(x)| e−
∫ t
0 Vε(s) ds.

The application of Lemma 5.1 in dimension d ≥ 3 is little different from than for d = 2.

We apply it using M1 = Y
(1)
ε , . . . ,Md−1 = Y

(d−1)
ε . Then the estimates in (11.2) allow us

to bound |BM1| , . . . , |BMd−1| just as we did |BM1| in 2D. The value of the constant a0 in
(10.17) becomes 4d+ 1, because P1 is of degree 4d−3, but this does not affect the argument.

Section 10.4: The presence of F (t) in (11.2) means that the bound on Vε(t) can only be closed
for finite time.

Section 10.5: Unlike in 2D, where the existence of a unique solution is assured merely by
ω0 lying in L1 ∩ L∞ (by Yudovich [25]), existence has to be established using the sequence
of approximate solutions. This can be done as in [8, 6, 7]. The proofs of the bounds in
(1.10) through (1.16) are unchanged, however, once we have convergence of the flow map and
inverse flow map.

Appendix A. On transport equation estimates

Together, Lemmas A.1 and A.2 justify our use of strong transport equations in obtaining
estimates in the Cα-norm of the transported and pushed-forward quantities. First, the initial
data is mollified using a mollification parameter δ independent of ε, the strong transport
equation estimates are made, then δ is taken to zero. This is all while ε is held fixed.
Lemma A.1 is used to obtain the Cα-bound on div Yε(t) (leading to (1.12)), while Lemma A.2
is used to obtain the Cα-bounds on the vector fields, Yε(t) and Yε · ∇uε(t).

The proofs of Lemmas A.1 and A.2, which are left to the reader, employ only (2.5)1,2,
the boundedness of ∇η−1

ε (t) in L∞ over time (for fixed ε), and the convergence in Cα of a
mollified function to the function itself.

Lemma A.1. For f0 ∈ Cα and η−1
ε ∈ L∞(0, T ;Lip(Rd)), let

f(t, x) := f0(η−1
ε (t, x)),

f (δ)(t, x) = (ρδ ∗ f0)(η−1
ε (t, x))
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for δ > 0. Then

‖f (δ) − f‖L∞([0,T ];Cα) → 0 as δ → 0.

Lemma A.2. Let Yε be as in (9.3), so that

Yε(t, ηε(t, x)) = Y0(x) · ∇ηε(t, x).

Define Y
(δ)
ε by

Y (δ)
ε (t, ηε(t, x)) = (ρδ ∗ Y0)(x) · ∇ηε(t, x).

Then

‖Y (δ)
ε − Yε‖L∞([0,T ];Cα) → 0 as δ → 0.

Proposition A.3 provides the Hölder bound employed in the proof of Lemma 9.2.

Proposition A.3. Let f0 ∈ Cα−1(Rd), d ≥ 1, α ∈ (0, 1) and suppose that f is f0 transported
by the flow map, η, for the divergence-free velocity field, v, which we assume is Lipschitz
continuous with a Lipschitz constant that is uniform over the time interval [0, T ]. Then

‖f(t)‖Cα−1 ≤ Ce
∫ t
0 ‖∇v(s)‖L∞ ds ‖f0‖Cα−1 .

Proof. We first note that η, η−1 ∈ L∞(0, T ;Lip(Rd)) and, moreover, that

e−
∫ t
0 ‖∇v(s)‖L∞ ds ≤ ‖∇η(t)‖L∞ ,

∥∥∇η−1(t)
∥∥
L∞
≤ e

∫ t
0 ‖∇v(s)‖L∞ ds. (A.1)

Lemma A.4, below, gives

‖f(t)‖Cα−1 = ‖f(t)‖Bα−1
∞,∞
≤ C sup

φ∈Q1−α
1,1

〈f(t), φ〉 ,

where Q1−α
1,1 is the set of all Schwartz class functions lying in B1−α

1,1 having norm ≤ 1.

By the density of C∞(Rd) in Cα−1(Rd) it is sufficient to assume that f0 ∈ C∞(Rd).
Let φ ∈ Q1−α

1,1 be such that ‖f(t)‖Cα−1 ≤ C 〈f(t), φ〉, as guaranteed by Lemma A.4. Then

‖f(t)‖Cα−1 ≤ C 〈f(t), φ〉 = C
〈
f0 ◦ η−1(t), φ

〉
= C

∫
Rd
f0(η−1(t, x))φ(x) dx

= C

∫
Rd
f0(y)φ(η(t, y)) |det∇η(t, y)| dy = C 〈f0, φ ◦ η(t) |det∇η(t)|〉

= C 〈f0, φ ◦ η(t)〉 ≤ C ‖f0‖Cα−1 ‖φ ◦ η(t)‖B1−α
1,1

(A.2)

(det∇η(t, y) = 1 since v is divergence-free). Here, we again used Lemma A.4.
Using Theorem 2.36 of [1], we have

‖φ ◦ η(t)‖B1−α
1,1
≤ C

∥∥∥∥∥‖τ−y(φ ◦ η(t))− φ ◦ η(t)‖L1(Rd)

|y|1−α

∥∥∥∥∥
L1(Rd; dy

|y|d
)

= C

∫
Rd

1

|y|d+1−α

∫
Rd
|φ ◦ η(t, x+ y)− φ ◦ η(t, x)| dx dy

= C

∫
Rd

∫
Rd

|φ(ηt(x+ y))− φ(ηt(x))|
|y|d+1−α dy dx.
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Here we switched to the notation ηt(x) for η(t, x). Making the change of variables, ηt(x+y) =
ηt(x)+z, which we note induces a C1-diffeomorphism of Rd with Jacobian |det∇ηt(x+ t)| =
1, we have

‖φ ◦ η(t)‖B1−α
1,1
≤ C

∫
Rd

∫
Rd

|φ(ηt(x) + z)− φ(ηt(x))|∣∣η−1
t (ηt(x) + z)− x

∣∣d+1−α dz dx

≤ Ce(d+1−α)
∫ t
0 ‖∇v(s)‖L∞ ds

∫
Rd

∫
Rd

|φ(ηt(x) + z)− φ(ηt(x))|
|z|d+1−α dz dx

≤ Ce
∫ t
0 ‖∇v(s)‖L∞ ds

∫
Rd

1

|z|d+1−α

∫
Rd
|φ(ηt(x) + z)− φ(ηt(x))| dx dz,

where we used (A.1). Making another change of variables, w = ηt(x), which also has Jacobian
of 1, we have

‖φ ◦ η(t)‖B1−α
1,1
≤ Ce

∫ t
0 ‖∇v(s)‖L∞ ds

∫
Rd

1

|z|d+1−α

∫
Rd
|φ(w + z)− φ(w)| dw dz

= Ce
∫ t
0 ‖∇v(s)‖L∞ ds

∫
Rd

1

|z|1−α

∫
Rd
|φ(w + z)− φ(w)| dw dz

|z|d

= Ce
∫ t
0 ‖∇v(s)‖L∞ ds ‖φ‖B1−α

1,1
= Ce

∫ t
0 ‖∇v(s)‖L∞ ds.

We conclude that

‖f(t)‖Cα−1 ≤ Ce
∫ t
0 ‖∇v(s)‖L∞ ds ‖f0‖Cα−1 . (A.3)

�

Lemma A.4. Let p, q ∈ [1,∞] and s ∈ R and let p′, q′ be the Hölder conjugates of p, q.
Define Q−sp′,q′ to be the set of all Schwartz-class functions lying in B−sp′,q′ having norm ≤ 1.

Then for all u ∈ Bs
p,q,

‖u‖Bsp,q ≤ C sup
φ∈Q−s

p′,q′

〈u, φ〉 (A.4)

and

|〈u, φ〉| ≤ C ‖u‖Bsp,q . (A.5)

(Note that 〈u, φ〉 is the pairing between u and φ in the duality between S and S ′, S being the
class of Schwartz-class functions.)

Proof. The inequality in (A.4) is part of Proposition 2.76 of [1]. For (A.5), we have, using
the notation of [1],

|〈u, φ〉| =

∣∣∣∣∣∣
〈∑

j

∆ju,
∑
j′

∆j′φ

〉∣∣∣∣∣∣ =

∣∣∣∣∣∣
∑
j

∑
j′

〈
∆ju,∆j′φ

〉∣∣∣∣∣∣
=

∣∣∣∣∣∣
∑
|j−j′|≤1

〈
∆ju,∆j′φ

〉∣∣∣∣∣∣ = |L(u, φ)| ,

since the supports of the Fourier transforms of ∆ju and ∆j′φ are disjoint when |j − j′| ≥ 2.

Here, L is the continuous bilinear functional on B−sp′,q′ × B
s
p,q defined in Proposition 2.76 of

[1], and (A.5) follows from the continuity of L. �
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[15] Leon Lichtenstein. Über einige Existenzprobleme der Hydrodynamik homogener, unzusammendrückbarer,
reibungsloser Flüssigkeiten und die Helmholtzschen wirbelsätze. Math. Z., 23(1):89–154, 1925. 2
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