
BALANCING GAUSSIAN VECTORS

KEVIN P. COSTELLO

Abstract. Let x1, . . . xn be independent normally distributed vectors on Rd.
We determine the distribution function of the minimum norm of the 2n vectors
±x1 ± x2 · · · ± xn.

1. Introduction

Let d be a fixed positive integer and x1, . . . , xn be vectors in Rd of lengths at most
1. Bárány and Grinberg ([2], see also [1] for a generalized version), extending an
earlier result of Spencer [5], proved that one can find a sign sequence ε1, . . . , εn such
that

‖ε1x1 + · · ·+ εnxn‖ ≤ 2d,

In this paper, we investigate the situation when x1, . . . , xn are i.i.d Gaussian vec-
tors (each coordinate having mean 0 and variance 1), motivated by a question of
Vershynin. For a sign sequence S = (ε1, . . . , εn) ∈ {−1, 1}n, define

XS :=
n∑

i=1

εixi.

We would like to study

Y := min
S∈{−1,1}n

||XS ||,

where ||.|| is any norm on Rd.

Using a standard large deviation argument, it is easy to see that most of the XS

have all coordinates of order O(
√

n). Thus, one expects that Y is typically of order
O(

√
n

2n/d ), this being the lattice size in Rd so the ball of radius
√

n contains 2n lattice
points (Here and later the asymptotic notation is used under the assumption that
n tends to infinity and d remains fixed). Our first result confirms this intuition and
provides a precise description of the distribution of Y .
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Theorem 1.1. For every fixed λ > 0,

P(Y >

√
2πn

(Vd2n−1)1/d
λ) = (1 + o(1))e−λd

,

where Vd is the volume of the unit ball in ||.||.
Remark 1.2. The constant implicit in the o(1) notation here is dependent both on
the specific norm used and on λ. In particular, we claim only weak convergence
here.

This theorem is a special case of a more general theorem, whose presentation would
be more natural with the following discussion. Let XS(i) denote the ith coordinate
of XS . For any particular sequence S and any i, XS(i) has normal distribution
with mean 0 and variance n. Therefore for each ai, bi = o(n1/2) we have

P(|XS(i)| ∈ [ai, bi]) = (1 + o(1))(bi − ai)

√
1

2πn
. (1)

Taking products and integrating over the ||.|| ball of radius ε, we obtain (so long as
ε = o(n1/2)):

P(||XS || < ε) = (1 + o(1))Vdε
d(2πn)−d/2.

Substituting ε =
√

2πn
(Vd2n−1)1/d λ yields,

P(||XS || ≤
√

2πn

(Vd2n−1)1/d
λ) = (1 + o(1))

λd

2n−1
.

Since ||XS || = ||X−S || for any S, we will consider only those S whose first element
is one. There are 2n−1 such sequences, so the expected number of such sequences
with ||XS || ≤

√
2πn

(Vd2n−1)1/d λ is

(1 + o(1))
λd

2n−1
2n−1 = (1 + o(1))λd.

Let IS(λ) be the indicator variable of the event that ||XS || ≤
√

2πn
(Vd2n−1)1/d λ and set

Σn(λ) :=
∑

S IS(λ). We have

P(Y >

√
2πn

(Vd2n−1)1/d
λ) = P(Σn(λ) = 0).
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The above argument shows that the expectation of Σn(λ) is (1+o(1)λd, as n tends
to infinity. Our main result shows that the distribution of Σn(λ) tends to Poi(λd),
the Poisson distribution with mean λd.

Theorem 1.3. The distribution of Σn(λ) tends to Poi(λd) as n tends to infinity.
In particular, for any fixed non-negative integer l and n tending to infinity

P(Σn(λd) = l) = (1 + o(1))e−λd λdl

l!
.

Remark 1.4. Again, the o(1) depends on λ, l, and the norm in question, though for
each fixed λ and norm it tends to 0 for large n.

Theorem 1.1 is the case when l = 0.

2. Proof of Theorem 1.3

Our proof is combinatorial in nature, so it will be more convenient to work with
sets than with sequences. Given a sequence ε1, . . . , εn, the sum

∑n
i=1 εixi can be

written as

∑
i∈S

xi −
∑
i∈S̄

xi,

where S := {i|1 ≤ i ≤ n, εi = 1} and S̄ := {1, . . . , n}\S. We abuse notation slightly
and denote, for each subset S of {1, . . . , n}

XS :=
∑
i∈S

xi −
∑
i∈S̄

xi.

We will be working only with those S containing 1. (This corresponds to the fact
that we fix ε1 = 1). Let Ω be the collection of these sets. For an integer 1 ≤ k ≤ n,
we denote by Ωk the collection of tuples of k distinct elements of Ω. (A common
notation in combinatorics is Ωk =

(
Ω
k

)
).

In order to prove Theorem 1.3, it suffices to show that for any fixed integer k ≥ 1,
the kth moment of Σn(λ) converges to that of Poi(λd), as n tends to infinity. This,
via a routine calculation, is a direct consequence of the following

Proposition 2.1. For any fixed integer k ≥ 1,

E
( ∑

(S1,...,Sk)∈Ωk

IS1(λ) . . . ISk
(λ)

)
= (1 + o(1))

λdk

k!
.
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In the rest of this section, we are going to present four lemmas and then use these
lemmas to conclude the proof of Proposition 2.1. The proofs of the lemmas follow
in the later sections.

We are going to divide Ωk into two parts based on the size of various intersections
involving the sets in each tuple. The division will depend on a parameter δ > 0,
which one should think of as a very small positive constant. The following definition
plays a critical role in the proof.

Definition 2.2. A k−tuple (S1, . . . Sk) is δ-balanced if every

(T1, . . . Tk) ∈ {S1, S̄1} × {S2, S̄2} × · · · × {Sk, S̄k}

satisfies

(1− δ)
n

2k
≤ |T1 ∩ T2 ∩ · · · ∩ Tk| ≤ (1 + δ)

n

2k
.

Notation. Since λ is now fixed, we will write IS instead of IS(λ) in the rest of
the proof. Similarly, instead of saying a set is δ-balanced, we simply say that it is
balanced. Set

ε :=
√

2πn

(Vd2n−1)1/d
λ.

Our first lemma states that most k-tuples in Ωk are δ− balanced.

Lemma 2.3. The unbalanced k-tuples form an exponentially small proportion of
Ωk. To be more precise, the number of unbalanced k-tuples in Ωk is at most

(2k)(2e−
2δ2n

2k )
(
2n

k

)
.

The second lemma shows that if a tuple (S1, . . . , Sk) is δ−balanced, then E(
∏k

i=1 ISi
)

is close to
∏k

i=1 E(ISi) and can be estimated almost precisely.

Lemma 2.4. If (S1, S2, . . . Sk) is a balanced k−tuple, then

(1 + o(1))(1 + δ)−dk(
λd

2n−1
)k ≤ E(

k∏
i=1

ISi) ≤ (1 + o(1))(1− δ)−dk(
λd

2n−1
)k.

(2)

The first two lemmas together will imply that the contribution to the expectation
from the balanced k−tuples is roughly the correct amount. Our next two lem-
mas together will imply that the contribution from the unbalanced k−tuples is
negligible.

For each set S ⊂ {1, . . . , n} assign the characteristic vector vS as follows: vS has
length n and its ith coordinate is one if i ∈ S and minus one otherwise.
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Lemma 2.5. Let r be a fixed positive integer and let (S1, S2 . . . Sr) be a r-tuple in
Ωr with linearly independent characteristic vectors. Then

E(
r∏

i=1

ISi) = O(εdr),

where the constant implicit in the O notation is dependent on r and the norm in
question.

Lemma 2.6. For any j < k, the number of k−tuples in Ωk whose characteristic
vectors span a j-dimensional space is O(

(
3

2k−j+2

)n (
2n−1

k

)
).

To conclude this section, we prove Proposition 2.1, assuming the above four lemmas.

We split the expectation in question into two parts: The contribution from bal-
anced k−tuples and that from unbalanced k−tuples. By Lemma 2.3 the number
of balanced k−tuples is

(1 + o(1))
(

2n−1

k

)
= (1 + o(1))

2(n−1)k

k!
.

Multiplying this bound by the contribution of each k−tuple (as bounded by Lemma
2.4), we conclude that the contribution from balanced tuples is between (1 +
o(1))(1 + δ)−dk λdk

k! and (1 + o(1))(1− δ)−dk λdk

k! .

We next examine the contribution of those unbalanced k−tuples. We split this
contribution further according to the dimension of the subspace spanned by the
characteristic vectors of the sets in the tuple.

• Sets for which the subspace has dimension less than k. If the dimension
is j, where 1 ≤ j < k, then by Lemma 2.6 there are O(

(
3

2k−j+2

)n 2kn)
such tuples. By Lemma 2.5, each such tuple contributes O(εdj) towards the
expectation. Therefore, the total contribution from this class is

k−1∑
j=1

O(
(

3
2k−j+2

)n

2knεdj) =
k−1∑
j=1

O(
(

3
4

)n

(2nεd)j) = O((
3
4
)nnd(k−1)/2) = o(1).

• Sets for which the subspace has dimension k. By Lemma 2.3, there is a
c1 < 1 such that the number of tuples in question is O(cn

12kn). By Lemma
2.5, the contribution of each such tuple is O(εdk). Therefore the total
contribution from this class is

O(cn
12knεdk) = O(cn

1nk/2) = o(1).

It follows that the contribution from unbalanced tuples is o(1). Thus, the expecta-
tion in question is between (1+ o(1))(1+ δ)−dk λdk

k! and (1+ o(1))(1− δ)−dk λdk

k! , for
any fixed δ and sufficiently large n. Letting δ tend to 0 concludes the proof.
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3. Proof of Lemma 2.3

We can restate the lemma probabilistically as follows:

Let (S1, S2 . . . Sk) be chosen uniformly at random from Ωk and let p1 be the prob-

ability that (S1, . . . , Sk) is not balanced. Then p1 ≤ (2k)(2e−
2δ2n

2k ).

Consider another experiment where we choose k sets T1, . . . , Tk uniformly from Ω
and let p2 be the probability that (T1, . . . , Tk) is balanced. (The main difference
here is that Ti and Tj maybe the same).

Since any k−tuple with two equal elements is unbalanced, p2 ≤ p1, so it suffices
to show that p2 is large. To do so, we first note that in the second experiment,
for each (T1, T2, . . . Tk) and each coordinate except the first one, the probability
that the coordinate has the desired sequence of signs is 2−k (the first coordinate
will always be equal to 1 by assumption). Thus we can express the number of
coordinates having the desired sign sequence as

χ(1 ∈
n⋂

i=1

Ti) +
n∑

i=2

yi,

where the yi are i.i.d random variables taking value one with probability 2−k and
zero with probability 1 − 2−k and χ(1 ∈

⋂n
i=1 Ti) equal to one if 1 is contained in

the intersection of the Ti and 0 otherwise.

The second term in this expression is a sum of independent binomial variables, and
thus by Chernoff’s bound ([3]) satisfies

P(|
n∑

i=2

yi −E(
n∑

i=2

yi)| > β) < 2e
−2β2

n−1

In this case the expected sum of the yi is either 2−kn or 2−kn+1. Taking β = δn
2k in

the Chernoff bound gives that the probability any particular sign sequence fails the

criterion for balancedness is at most 2e−
2δ2n

2k . By the union bound, the probability
that at least one of the 2k sign sequences fails the criterion for balancedness is at

most 2k(2e−
2δ2n

2k ).

4. Proof of Lemma 2.4

We first prove the following lemma, which is a slightly stronger version of Lemma
2.4 for the case d = 1.
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Lemma 4.1. Let (S1, . . . Sk) be a balanced k−tuple. Let a1 < b1, a2 < b2, . . . ak <
bk be any positive constants such that |aj | + |bj | = o(n−1/2) for all j, and let A
denote the event that XSj is contained in [aj , bj ] for all j. Then

(1 + o(1))

∏k
j=1(bj − aj)

(2πn)k/2(1 + δ)k
≤ P(A) ≤ (1 + o(1))

∏k
j=1(bj − aj)

(2πn)k/2(1− δ)k
, (3)

where the constant implicit in the o notation depends only on n and not on the
specific k−tuple, aj, or bj.

Proof

For each vector v = (v1, v2, . . . vk) ∈ {−1, 1}k, let Sv = T1 ∩ T2 · · · ∩ Tn, where Ti is
Si if vi = 1, S̄i otherwise. Let yv =

∑
i∈Sv

xi. Each yv is independently normally
distributed with mean 0 and some variance σ2

v . Let cv = 2kσ2
v/n. If all of the Sv

were of the same size, all the cv would be 1; what the balancedness of our k−tuple
guarantees is that

(1− δ) ≤ cv ≤ (1 + δ).

We will estimate the probability that A occurs by first recasting A in terms of the
Sv, then rescaling the Sv into new normal variables S′v which have equal variance,
making their joint distribution considerably easier to work with.

In terms of the yv, the event {Sj ∈ [aj , bj ]∀j} transforms to the k simultaneous
inequalities

aj ≤
∑
vj=1

yv −
∑

vj=−1

yv ≤ bj , (4)

where j runs from 1 to k and each summation is taken over all v having the required
value of vj .

The system (4) defines a (2k − k)-dimensional slab in the 2k-dimensional coor-
dinate system whose axes are the yv. Orthogonal cross-sections to this slab are
k-dimensional boxes whose edges are parallel to vectors whose yth

v coordinate is vj

for some j. Each such side has length bj−aj√
2k

, so each orthogonal cross section has

area
∏k

j=1
(bj−aj)

2k2/2 in this coordinate system.

We now apply the transformation y′v = yv/cv to each coordinate. Since each co-
ordinate is divided by a factor between (1 − δ) and (1 + δ), the volume of any
k−dimensional object in the y′v coordinate system is between (1+δ)−k and (1−δ)−k

times what its was in the yv system. In particular, this applies to the cross sec-
tional area of the slab of solutions to (4) (as this area is the minimum over all
k−dimensional subspaces W of the volume of the intersection of W with the trans-
formed slab). Thus the area of an orthogonal cross section to the solution (4) lies
between



8 KEVIN P. COSTELLO

(1 + δ)−k

∏k
j=1(bj − aj)

2k2/2

and

(1− δ)−k

∏k
j=1(bj − aj)

2k2/2
.

Since the y′v are all normal with equal standard deviation, their joint distribution
is rotationally invariant. This implies that the probability the y′v satisfy (4) is the
same as it would be if the slab of solutions were rotated so its orthogonal cross
sections lay parallel to {y′v1

, . . . y′vk
} for some v1, . . . vk.

Since the aj and bj are sufficiently close to zero, the joint density function of
{y′1, . . . y′k} inside the rotated slab is (1 + o(1))(

√
2k/2nπ)k. Combining this with

the our bounds on the cross sectional area of the solution set, we obtain our desired
bound.

Application of this lemma to each coordinate in turn along with the independence
of the coordinates yields that for any aij and bij such that |aij |+ |bij | = o(n−1/2)
we have:

(1 + o(1))

∏d
i=1

∏k
j=1(bij − aij)

(2πn)kd/2(1 + δ)kd
≤ P(

d∧
i=1

k∧
j=1

{Sj(i) ∈ [aij , bij ]})

≤
∏d

i=1

∏k
j=1(bij − aij)

(2πn)kd/2(1 + δ)kd
.

Integration over the product of balls of ||.|| radius ε in Rd × Rd × · · · × Rd now
yields

(1 + o(1))
εdkV k

d

(2πn)kd/2(1 + δ)kd
≤ P(∧k

j=1{||Sj || < ε})

≤ εdkV k
d

(2πn)kd/2(1− δ)kd

which simplifies to the desired bounds.

5. Proof of Lemma 2.5

Since all norms on Rd are equivalent, there is a fixed C (dependent on our choice
of norm) such that for any epsilon the ball of radius ε in our norm is contained in
the ball of radius Cε in the l∞ norm. Therefore it suffices to prove that
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P(∧r
j=1{||Sj ||∞ < ε}) = O(εdr),

and by symmetry and the independence of coordinates it is thus sufficient to prove

P(∧r
j=1{|Sj(1)| < ε}) = O(εr).

Let A be the matrix formed by the ±1 characteristic vectors of the Si. Without
loss of generality we can assume that A has the form

A =
[

A1 A2

]
,

where A1 is a nonsingular r × r matrix. Since

P(∧r
j=1{|Sj(1)| < ε}) ≤ sup

xr+1...xn

P(∧r
j=1{|Sj(1)| < ε}|xr+1, . . . , xn),

it suffices to prove the bound conditioned on xr+1, . . . xn, treating the remaining r
variables as random. For any fixed values of the last n − r variables, the matrix
equation becomes

A1


x1

x2

. . .
xr

 ∈ H (5)

where H is some r dimensional cube of side length 2ε in Rr. Since A1 has deter-
minant at least 1 (it is a nonsingular matrix with integer entries), it follows that
the r−dimensional volume of the set of x1, . . . xr for which (5) holds is at most
(2ε)r. Since the density function of the joint distribution function of (x1, . . . xr) is
bounded from above by 1, the claim follows.

6. Proof of Lemma 2.6

As in the proof of Lemma 2.3, we begin by wording the lemma probabilistically as
follows:

Let (S1, S2, . . . Sk) be chosen uniformly from Ωk, and let wi be the characteris-
tic vector of Si. Then the probability the wi span a k − j dimensional space is
O(

(
3

2j+2

)n), for any j < k.
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Lemma 6.1. The probability that wk−j+1 lies in the span of w1, w2, . . . wk−j is
O(

(
3
8

)n), where the constant in the O depends only on k − j.

With Lemma 6.1, we can finish the proof as follows. With the cost of a factor at
most

(
k
j

)
= O(1) we can assume that w1, . . . , wk−j are independent. The probability

that w1, . . . , wk span a space of dimension k − j is then at most

O(1)P(wk−j+1 ∈ Span {w1, . . . , wk−j)

×
∏k

l=k−j+1 P
(
wl+1 ∈ Span {w1, . . . , wk−j}|wk−j+1, . . . , wl ∈ Span {w1, . . . , wk−j}

)
.

By Lemma 6.1, P(wk−j+1 ∈ Span {w1, . . . , wk−j}) = O((3/8)n). Furthermore,
any subspace of dimension d contains at most 2d vectors in {−1, 1}n (as some
subset of d coordinates uniquely determines each vector in the subspace), so

P
(
wl+1 ∈ Span {w1, . . . , wk−j}|wk−j+1, . . . , wl ∈ Span {w1, . . . , wk−j}

)
≤ 2k−j/2n−1 = O(1/2n).

The bound follows immediately by multiplying the bound for each l.

To conclude, we present the proof of Lemma 6.1.

Set q = k − j + 1 and consider w1, . . . , wq as the row vectors of a q by n matrix,
whose entries are Ai,m, 1 ≤ i ≤ q, 1 ≤ m ≤ n. Notice that Ai,m are either one or
minus one. For the rows to be dependent, there must be numbers a1, . . . , aq (not
all zero) such that for every column 1 ≤ m ≤ n the entries Ai,m in that column
satisfy

q∑
i=1

aiAi,m = 0 (6)

Since no row is a zero vector, at least two of the coefficients ai must be non-zero.
Furthermore, as the sets Si are different elements of Ω, no two rows are equal or
opposite of each other, so one cannot have exactly 2 non-zero coefficients.

Now we show that one cannot have exactly three non-zero coefficients, either. As-
sume, for a contradiction, that a1, a2, a3 are the only non-zero coefficients. Since
the first and second rows are not equal and not opposite of each other, we can
assume, without loss of generality, that the first two elements in the first column
are 1, 1 and the first two elements in the second column are 1,−1. Now look at the
first two elements of the third row. If they are 1, 1, we end up with two equalities

a1 + a2 + a3 = 0 and a1 − a2 + a3 = 0,
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from which we can deduce a2 = 0, a contradiction. The remaining three cases lead
to similar contradictions.

Thus, we conclude that there are at least 4 non-zero coefficients. We are going to
need the following solution of Erdös[4], to the so-called Littlewood-Offord problem.

Lemma 6.2. Let a1, . . . , aq be real numbers with at least k non-zero. Then the
number of vectors v = (v1, . . . , vq) ∈ {−1, 1}q satisfying

∑n
i=1 aivi = 0 is at most

( k
bk/2c)
2k 2q.

Applying Lemma 6.2 with k = 4, we conclude that there are at most
(

3
8

)
2q distinct

columns satisfying (6), given any set a1, . . . , aq with at least 4 non-zero elements.
It follows that the probability that the rows are dependent is bounded from above
by the probability of the event Bq that there are at most

(
3
8

)
2q distinct columns

in the matrix.

Now let w′
1, w

′
2, . . . w

′
q be vectors chosen independently with respect to the uniform

distribution over the set of all (−1, 1) vectors of length n with first coordinate 1.
Let B′

q be the event that the q by n matrix formed by the w′
i has at most 3

82q

distinct columns. Clearly, P(B′
q) ≥ P(Bq), as some of the w′

i can be the same.
Therefore, it suffices to show P(B′

q) = O(
(

3
8

)n). The matrix formed by the w′
i has

the first column equal the all one vector. The remaining n − 1 columns are i.i.d.
random vectors from {−1, 1}q.

Let Fq be the collection of all sets of
(

3
8

)
2q distinct {−1, 1} vectors of length q. By

the union bound,

P(B′
q) ≤ |Fq|(3/8)n−1 = O((3/8)n),

since |Fq| = O(1) as it depends only on q = O(1).
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